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Abstract

Nearly five billion people around the world now use social media, and this
number continues to grow. One of the primary goals of social media plat-
forms is to capture and monetize human attention. One means by which
individuals and groups can capture attention and drive engagement on these
platforms is by sharing morally and emotionally evocative content. We re-
view a growing body of research on the interrelationship of social media and
morality as well its consequences for individuals and society. Moral content
often goes viral on socialmedia, and socialmediamakesmoral behavior (such
as punishment) less costly. Thus, social media often acts as an accelerant for
existing moral dynamics, amplifying outrage, status seeking, and intergroup
conflict while also potentially amplifying more constructive facets of moral-
ity, such as social support, prosociality, and collective action. We discuss
trends, heated debates, and future directions in this emerging literature.
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INTRODUCTION

The real problem of humanity is the following: We have Paleolithic emotions, medieval institutions
and godlike technology. And it is terrifically dangerous, and it is now approaching a point of crisis
overall.

—Edward O.Wilson (cited in Harv. Mag. 2009)

The growth of social media use has been a prominent trend over the past decade, with platforms
such as Facebook, Twitter, Instagram, and TikTok attracting billions of active users globally. As
of 2023, there are nearly 5 billion active social media users around the globe and the average user
spends 2 hours and 27 minutes on social media per day (Statista 2023). According to Facebook,
the average person scrolls through roughly 300 feet of content every day on their mobile device—
roughly the height of the Statue of Liberty (Morant 2018). The massive growth in social media
has raised serious questions about how human psychology shapes our online behavior as well as
how the online environment shapes our psychology. This article reviews the literature on the
interrelationship between social media and morality.

Social media refers to Internet-based platforms formass personal communication that facilitate
interactions among users and derive their value primarily from user-generated content (Carr &
Hayes 2015). One of the primary goals of social media platforms (and of their leaders, employers,
and shareholders) is to capture and monetize human attention (usually by selling advertise-
ments). Yet, the limits of human attention create an attention economy, whereby individuals must

22.2 Van Bavel et al.

, .•
·�-

Review in Advance first posted on 
October 31, 2023. (Changes may 
still occur before final publication.)

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

02
4.

75
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

N
ew

 Y
or

k 
U

ni
ve

rs
ity

 -
 B

ob
st

 L
ib

ra
ry

 o
n 

01
/0

5/
24

. F
or

 p
er

so
na

l u
se

 o
nl

y.
 



PS75_Art22_Van_Bavel ARjats.cls October 13, 2023 12:46

prioritize which information they will attend to while platforms, advertisers, and other users com-
pete for that scarce attention.This leads platforms to employ personalized algorithms, compelling
design features, and prominent influencers to capture and retain users’ attention. Competing in
this attention economy can lead people to create and express exaggerated beliefs and carefully cu-
rated content designed to capture attention rather than reflect reality or benefit humanity (Fisher
2022b). The pull of the attention economy is thus central to understanding the psychology and
behavior of social media users.

One means by which individuals can capture attention and drive engagement is by sharing
morally and emotionally evocative content (see Brady et al. 2020a,b).Our attention to moral issues
is the result of more than 6 million years of evolution in which survival often hinged on the ability
of individuals and coalitions to effectively navigate their social groups (Boehm 2012, Krebs 2008).
Even today, transgressing moral norms can result in public shaming, punishment, and professional
censure, while affirming community values or moral heroism can immediately bolster one’s social
status (Haidt 2007, Salerno & Peter-Hagene 2013). Moralistic punishment can be a force for
good, increasing cooperation by holding bad actors accountable; but punishment can also increase
social conflict by dehumanizing others and even escalate into violent conflict (Fincher & Tetlock
2016). As such, morality plays a central role in human sociality, from regulating social behavior to
mobilizing collective action.

Social media appears to accelerate and inflame these facets of moral psychology, fostering
and rewarding norms of outrage (Brady et al. 2021). Indeed, people now encounter more acts
related to morality and experience stronger feelings of moral outrage from online content than
from print media, TV, and radio combined (Crockett 2017). Our online exposure to (im)morality
might reflect the fact that moral content captures attention (Brady et al. 2020b), and social media
makes moral behavior (such as punishment) less costly. This has raised the question, If moral
outrage is a fire, is the Internet like gasoline? (Crockett 2017, p. 771). Our review of the literature
suggests that social media often acts like an accelerant for existing moral dynamics—amplifying
negative facets of morality such as outrage, harassment, status seeking, and intergroup conflict as
well as some positive aspects of morality, such as social support, prosociality, and collective action.

Whether social media has had a net positive or net negative effect on the well-being of indi-
viduals, groups, and society as a whole is hotly contested (Lorenz-Spreen et al. 2023; Orben &
Przybylski 2019; Orben et al. 2022; J. Haidt & C. Bail, unpublished manuscript). On one hand,
social media has allowed people to build personal and professional relationships (Rajkumar et al.
2022), increase their knowledge (Allcott et al. 2020), and mobilize for social change (Zhuravskaya
et al. 2020). On the other hand, prolonged exposure to the constant barrage of information on
social media may lead to reduced well-being, greater stress, and social conflict (Allcott et al. 2020,
Kross et al. 2021). However, the impact on well-being is still a source of academic debate. The
algorithms and design features used by social media platformsmay also accelerate exposure tomis-
information (Vosoughi et al. 2018), facilitate harassment (Marwick 2021), reinforce echo chambers
(Brady et al. 2017, Cinelli et al. 2021), and lead to political polarization (Allcott et al. 2020, Van
Bavel et al. 2021b). Moreover, recent events suggest that moralized rhetoric on social media may
inflame real world violence (Mooijman et al. 2018) as well as pose serious threats to public health
and the functioning of democracy (Simchon et al. 2022).

Thus, the interaction between our ancient moral instincts and modern social media platforms
may provide a unique set of opportunities and challenges for individuals and society (Bak-Coleman
et al. 2021). In this review, we describe the psychological function and appeal of morality and
how these aspects are harnessed and monetized by individuals, political actors, and social media
companies. We then review the impact of our moral psychology on a broad array of individual
and societal issues related to social media. Finally, we discuss the current and future directions of
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research on social media and morality (such as the need for more research across platforms and
cultural contexts). This article aims to provide a state-of-the-art overview of how the interplay
between morality and social media influences individuals, groups, and societies.

THE ORIGINS OF HUMAN MORALITY

At its core, moral psychology refers to people’s beliefs about right and wrong (Ellemers & van den
Bos 2012). Beliefs or issues become moralized when they are construed in terms of the interests
or good of a unit larger than the individual (e.g., society, culture, one’s social network; Haidt 2003,
Rozin 1999). Thus, how people construe beliefs or issues is crucial to moralization and changes
how people evaluate actions ( Jarudi et al. 2008, Rozin 1999, Van Bavel et al. 2012). Moral beliefs
are heavily influenced by social identities, such as political and religious identities (Cohen 2015,
Haidt & Graham 2007, Tetlock et al. 2000). Moreover, morality informs our political opinions,
and our political beliefs are often moralized (Skitka & Morgan 2014, Skitka & Washburn 2016).

The role of identity and morality appears to be particularly potent on social media, where
people can easily signal their identity or beliefs to their social network (Brady et al. 2020a, Van
Bavel & Packer 2021). For instance, messages with moral-emotional words (e.g., “hate”) are far
more likely to be shared on social media than messages about similar political topics that do not
include these terms (Brady et al. 2017). Moreover, this language is associated with polarized shar-
ing, such that partisans are more likely to share messages from fellow in-group members when
they use moral emotional language (see Figure 1). Therefore, this review discusses the relation-
ship between morality and politics, as politics is closely related to morality and identity (Simon &
Klandermans 2001).

Beliefs that are based on moral conviction, or rooted in moral values, are stronger and more
resistant to change than nonmoral beliefs (Aramovich et al. 2012,Hornsey et al. 2003, Skitka et al.

Figure 1

A network graph of moral contagion on Twitter shaded by political ideology (blue represents a liberal mean,
red represents a conservative mean). The graph depicts messages containing moral-emotional language and
their retweet activity across three political topics (gun control, same-sex marriage, and climate change).
Nodes represent a user who sent a message, and edges represent a user retweeting another user’s message.
The two large communities were shaded based on the mean ideology of each respective community.
Notably, tweets containing moral-emotional language were more likely to be shared within (rather than
across) political groups. Figure adapted from Brady et al. (2017).
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2005). Furthermore,morality has a strong emotional component and is tied to emotions like anger,
disgust, and outrage (Rozin et al. 1999, Salerno & Peter-Hagene 2013). Indeed, people report
greater support for political issues that elicit higher levels of moral emotions, like disgust or anger
(Clifford 2019). In contrast to nonmoral emotions, moral emotions are highly interpersonal and
elicited by social injustice and are thus considered prosocial emotions—that is, they are primarily
motivated by a desire to defend the interests of others rather than one’s own (Haidt 2003). For
instance,moral outrage is characterized by a strong desire to shame or punish individuals who have
behaved unjustly toward others, with the ultimate goal of promoting social fairness and equity.

Morality evolved as cooperative intuitions that facilitated group living among our ancestors
(Axelrod & Hamilton 1981, Krebs 2008, Leimar & Hammerstein 2001, Petersen et al. 2012). As
such, moral emotions can be conducive to social change and collective action: They help encour-
age group cooperation and discourage selfishness. For example, when people feel guilty about
their own moral shortcomings, they are more likely to act prosocially to alleviate their negative
feelings (Rothschild & Keefer 2017). Moral outrage can also drive people to punish those who
commit moral transgressions like harming others or cheating (Balliet et al. 2011, Boyd et al. 2003,
Xiao & Houser 2011). As such, moral outrage can produce destructive outcomes and even lead
to violence (Fiske & Rai 2014). Thus, morality can be a force for positive social change as well as
dangerous behavior.

SOCIAL CONFLICT AND POLARIZATION MANIFEST ONLINE

Throughout human history, conflicts over moral issues were resolved in face-to-face interac-
tions. However, social interactions are increasingly moving into an online realm.With the advent
of social media, the interactions among social groups increasingly take place in a fundamen-
tally different environment than that of our ancestors (Li et al. 2018). Nonetheless, social media
reproduces—and often exaggerates—the social behavior and intergroup dynamics that emerge
from our group identities, moral sensibilities, and political polarization. To some extent, online
spaces reflect offline priorities. Indeed, it is possible to infer people’s personality traits and political
affiliations based on their online social networks (Barberá 2015,Bond&Messing 2015).Moreover,
people appear to display similar levels of political engagement (Quintelier & Theocharis 2013)
and hostility (Bor & Petersen 2022) in online and offline contexts. However, people neverthe-
less perceive online discussions to be far more hostile (Bor & Petersen 2022). These perceptions
of hostility may have significant implications for users, leading people to withdraw from social
and political debates (Duggan 2017, Andresen et al. 2022) and possibly exacerbating real-world
conflict (Mooijman et al. 2018).

The unique structure of the online environment can exacerbate certain adverse consequences
of morality and politics (Brady et al. 2020a). As noted above, people encounter more moral trans-
gressions on social media than in real life or in other forms of media such as television and print
media (Crockett 2017). This may be due, in part, to the size of our online social networks. Off-
line, our social groups are limited in size, with an average of around 150 people (Hill & Dunbar
2003). With online platforms like Twitter, Facebook, TikTok, and Reddit, messages are instantly
disseminated across networks, providing opportunities to connect with thousands of other people.
Because people are increasingly using these platforms to disclose their beliefs and opinions, so-
cial media is loaded with moral content (Crockett 2017, McLoughlin et al. 2021). As such, people
are regularly exposed to others’ moral values and transgressions, including those of people with
very different belief systems, resulting in an environment that is often morally charged or even
hostile. Additionally, as social networks become larger, people’s sense of morality becomes more
generalized (e.g., varying on a single dimension of moral to immoral), as opposed to localized
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(e.g., varying across many dimensions and context dependent) ( Jackson et al. 2023). Thus, people
may adapt to the complexity of large online social networks by treating morality in a simpler way,
identifying people or groups as good versus evil rather than as complex figures with a blend of
positive and negative characteristics.

MORAL EMOTIONS CAPTURE ATTENTION ONLINE

Part of the reason that social media appears to inflame our moral beliefs and behavior is that we
have a hard time ignoring moral content. Several large studies have found that social media posts
that contain moral emotional language are more likely to be shared on social media than those that
do not contain moral emotional language (Brady et al. 2017). According to a recent meta-analysis
of 4,821,006 messages, each moral-emotional word added to a social media post is associated
with 12% more retweets (Brady & Van Bavel 2021a). This pattern has been observed now across
27 different studies and is consistent across lay people and political elites (Brady et al. 2018). Sim-
ilarly, news that is framed through a moral lens also receives more shares than nonmorally framed
news (Valenzuela et al. 2017). This provides an incentive for users to employ moral emotional
language to help spread their content and build a following (informally known as clout) on certain
social media platforms.

Morality might be psychologically potent in the attention economy of social media because we
are attuned to moral stimuli (Gantman & Van Bavel 2015). For instance, when people were asked
to identify whether a string of letters presented rapidly (40 milliseconds) was a word, they were
more likely to correctly recognize moral words as words compared to nonmoral words (Gantman
& Van Bavel 2014). Moreover, people were especially likely to detect moral content when they
were recently exposed to an injustice (Gantman & Van Bavel 2016). In turn, the moral words that
capture attention are more likely to be shared on social media (Brady et al. 2020b). This suggests
that the massive exposure to immoral events on social media (Crockett 2017) might make people
especially attuned to other ambiguous moral content as they scroll through their newsfeeds.

REINFORCEMENT AND SOCIAL NORMS INCREASE
MORAL OUTRAGE

Social norms are powerful drivers of behavior (Cialdini & Goldstein 2004). Social status hinges
on adherence to societal norms, and people readily modify their behaviors to gain the approval of
others (Mendes & Koslov 2013, Simpson et al. 2017). People will knowingly answer a question
incorrectly to fit in (Asch et al. 1938), homeowners will decrease their power usage to match their
neighbors (Schultz et al. 2007), and people will donate to charity if they believe it is normative
(Alpizar et al. 2008, Smith et al. 2015). The speed and scale of social media messages can accel-
erate communication, conformity, and the enforcement of norms—including moral norms. For
instance, social movements have used social media hashtags (e.g., #metoo, #blacklivesmatter) that
could spread rapidly to huge audiences. While this can mobilize social action, it can also facili-
tate mass harassment campaigns, mob-like behavior, and conspiracy theories—known as morally
motivated networked harassment (Marwick 2021). This networked harassment is a mechanism to
enforce norm violations. In morally motivated networked harassment, a member of a social net-
work or online community accuses a target of violating their network’s norms, triggering moral
outrage. Network members send harassing messages to the target, reinforcing their adherence to
the norm and signaling group membership. Thus, social media can amplify norm following and
enforcement at a speed and scale that would be difficult to implement in the real world.

People often perceive social media conversations to be more hostile than in-person interac-
tions. However, social media may not cause us to act more aggressively, but rather exposes us to
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more aggressive individuals. Indeed, aggressive individuals appear to act equally aggressive in both
offline and online contexts (Bor & Petersen 2022). Some researchers theorize that the absence of
nonverbal cues that are essential in face-to-face communication may exaggerate the perceived
intensity of users’ outrage (Lieberman & Schroeder 2020). People often rely on nonverbal and
auditory cues when trying to infer emotions (Hall & Schmid 2007, Kraus 2017, Zaki et al. 2009).
However, many social media platforms primarily use text communication, which may lead users
to overstate their outrage to compensate for the lack of nonverbal cues and clearly signal their
membership in a particular group. Similarly, people tend to misinterpret social media posts as ex-
pressing greater outrage than the author actually feels (Brady et al. 2023). This can further inflate
perceptions of online outrage around moral issues.

The anonymity of social media may also embolden some people to express views and emotions
they may not disclose in face-to-face interactions (Nitschinsk et al. 2022, Zimmerman & Ybarra
2016). The lack of accountability of online environments can promote disinhibited and aggressive
behavior, enabling people to use more divisive language online (Lieberman & Schroeder 2020,
Suler 2004). For instance, people are less likely to use inflammatory language in online comments
when identifying information is tagged to a comment (Cho & Kwon 2015). The discrepancy be-
tween anonymous and identifiable behavior demonstrates how social media serves as an accelerant
for controversial content.

The relational mobility afforded by social media ensures that even those who burn bridges
with their original social groups can find new groups that agree with their extreme opinions.
People are easily able to move out of one group and into a new group where their reputations
do not follow them due to the sheer number of online communities and increased anonymity.
Moreover, motivated individuals can scale their harassment to numerous targets, and influ-
encers can mobilize large groups in targeted harassment campaigns (Marwick 2021). These
features can increase exposure to hostility even if the number of hostile individuals does not
increase.

In the cacophony of online voices,moral outrage is attention grabbing and particularly effective
at signaling group affiliation. For instance, outrage on amoral issue can signal an individual’s social
identity to like-minded others and boost their reputation as a trustworthy group member (Brady
& Van Bavel 2021b, Marwick 2021). From an evolutionary standpoint, moral behaviors such as
third-party punishment signal trustworthiness to the group and can therefore elevate status and
achieve social recognition (Boyd & Richerson 1992, Johnen et al. 2018). Although this dynamic
worked well for upholdingmoral norms within small communities (Boyd et al. 2003,Henrich et al.
2005, Rockenbach & Milinski 2006, Xiao & Houser 2011), social media has transformed moral
discourse. By design, social media offers high-visibility and low-cost forms of engagement, such as
comments and likes,whichmake it easy for users to punish, shame, and pile on transgressors. Social
media may inflame these innate tendencies to punish wrongdoers, and compared to in-person
punishment, online punishment comes with few drawbacks—it is more accessible and offers a
large audience.

Although social media may facilitate outrage, norm enforcement, and public shaming, this can
have unintended consequences formoral judgment.The larger the number of people who publicly
criticize a moral transgression, the more likely third parties are to empathize with the original
perpetrator of the transgression; this is known as “the paradox of viral outrage” (Sawaoka&Monin
2018). Instead of gaining social recognition for being morally good, large groups who sanction
transgressors are then seen as bullies, and the person who committed the original transgression is
given more sympathy than they would have been otherwise (Sawaoka & Monin 2018). In other
words, social media may change the reputational dynamics in moral conflicts and lead to some
unintended social consequences.
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DESIGN FEATURES AND ALGORITHMS MAY AMPLIFY MORAL
CONTENT AND CONFLICT

The design and incentives of social media accelerate moral content. For example, social media
increases the visibility of moral conflicts: Hostile conversations appear to be more visible online
(Bor & Petersen 2022). Moreover, they may be amplified by algorithms if they generate engage-
ment. Thus, the incentive structure of online platforms is conducive to promoting intergroup
conflict. Research suggests that dunking on out-group members is a strong predictor of engage-
ment on social media, as divisive content is more likely to go viral (Rathje et al. 2021). Indeed,
mentioning an out-group member is the strongest predictor of social media engagement out of a
variety of predictors measured in an analysis of Facebook and Twitter posts (N = 2,730,215) by
politicians and partisan news media sources (Rathje et al. 2021). Out-group language in particular
predicts “angry” and “haha” reactions, indicating that mentions of the out-group may be closely
linked to emotions such as anger, contempt, or mockery (see Figure 2). In other words, shaming
or ridiculing political opponents appears to be a key driver of engagement on social media.

There is serious debate about whether social media platforms might foster echo chambers
online, where people mostly hear perspectives from other in-group members ( J. Haidt & C. Bail,
unpublished manuscript). Some scholars argue that social media and the Internet expose people
to more cross-cutting information and perspectives (Eady et al. 2019, Fletcher et al. 2021, Guess
et al. 2021), while others argue that online, people are primarily exposed to politically congruent

1.0 1.5 2.0

Change in odds of engagement

Tw
it

te
r

Fa
ce

bo
ok

2.5 3.0

In-group

Out-group

Mean e�ect sizes (reactions)

Figure 2

An analysis of Facebook and Twitter posts from politicians and news media sources found that mentions of
the out-group strongly predicted social media engagement online. As shown above, out-group words (or
words referring to the opposing political party) predicted Facebook shares, comments, “angry” reactions, and
“haha” reactions as well as retweets. In-group words (or words referring to one’s own political party)
predicted “love” reactions and “like” reactions, but overall, in-group language received much lower
engagement than out-group language online. These findings illustrate how social media might reward and
amplify polarizing content. Figure adapted from Rathje et al. (2021).
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information or people (Bakshy et al. 2015). This may reflect a tendency to prefer to make social
ties with those who are close but also slightly more extreme in their opinions than ourselves—
known as acrophily (Goldenberg et al. 2023). However, not all platforms are created equal, and
some are more likely to foster echo chambers than others (Cinelli et al. 2021, Yarchi et al. 2021).
One cross-platform analysis of homophily (the tendency for people to affiliate with those who are
similar to them) and affective polarization (the tendency to view opposing partisans negatively and
co-partisans positively) found that Twitter had the most homophily and Facebook had the lowest
(Yarchi et al. 2021). This suggests that echo chambers may be due to specific design features, social
norms, and algorithms on different platforms. This also underscores the need for more research
on cross-platform differences in social media.

It is unclear how breaking down echo chambers might impact moral psychology. A long tra-
dition of research on contact theory suggests that exposure to ethnically, morally, and politically
diverse people and content might be associated with reduced polarization (Allport 1954, Paluck
et al. 2019). However, simply exposing people to out-groups or politically incongruent informa-
tion does not always have positive effects. For instance, one online experiment found that some
people who are exposed to opposing partisan accounts on social media actually experience a back-
fire effect, such that they becomemore entrenched in their own beliefs (Bail et al. 2018).That said,
this type of backfire effect might be the exception rather than the rule (Guess & Coppock 2020,
Reinero et al. 2023,Wood & Porter 2019). As such, exposing people to counter-attitudinal infor-
mation may not always be beneficial in every context, and this is especially true of social media
contexts, where people are likely to be exposed to divisive viewpoints from their out-group.

As we noted above, one design feature of social media is that it enables people to express outrage
online with little cost (Brady et al. 2020a). Users can easily show their support for (or disapproval
of ) issues through comments, shares, and likes—all of which are low-cost forms of engagement
that signal affiliation. This feedback can then serve as a type of reinforcement learning that fur-
ther fuels outrage (Brady et al. 2021). Because expressions of outrage earn a higher proportion
of positive social feedback, this behavior is more likely to be rewarded. Users are encouraged to
express even more outrage on social media, creating a self-perpetuating outrage cycle (Berger &
Milkman 2012, Brady et al. 2017).

Social media algorithms further accelerate this cycle of outrage by promoting related ideologi-
cal content.Repeated exposure to political content can amplify affective polarization and reinforce
extremist views (Cho et al. 2020, Yarchi et al. 2021). As outrage on social media becomes more
commonplace, people may express more outrage than they actually feel, as users internalize out-
rage expressions as the social norms of the community. Ideological extremists are less sensitive
to reinforcement learning than typical users and participate in online outrage if it is considered
a norm in their community (Brady et al. 2021). This may contribute to ideological extremists
dominating online discussions.

MOTIVATIONS FOR EXPRESSING OUTRAGE

People express moral outrage online for a variety of reasons, such as to demonstrate their com-
mitment to certain moral principles, signal their membership in their group, or enhance their
reputation as moral individuals (Brady et al. 2020a). Although outrage could be characterized as a
prosocial emotion (Haidt 2003), the expression of outrage can be motivated by both selfless and
selfish goals.Outrage can indeed be expressed in the interest of others, for example, to bring atten-
tion to an injustice or mobilize collective action (Spring et al. 2018); but it can also be self-serving,
allowing people to demonstrate their moral superiority, garner social approval, and acquire sta-
tus (Tosi & Warmke 2020). In both cases, individuals must weigh the benefits of voicing outrage
against the potential consequences, such as interpersonal or public backlash.
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Outrage on social media can be propelled by intrinsic ideological goals, whereby individuals
prioritize raising awareness about an issue over potential social or professional repercussions. In
the lab, people behave morally due to an inherent desire to pursue justice, even if it is personally
costly. For example, people are often willing to sacrifice monetary gains to punish a wrongdoer
rather than earn money without administering punishment (Bernhard et al. 2006, Henrich et al.
2005). Further, people donate to those in need even if there is no public recognition of their
contribution, demonstrating an intrinsicmotivation to help others (Kraus&Callaghan 2016, Sisco
&Weber 2019).On social media, however, it can be difficult to disentangle whether users’ outrage
reflects genuine altruism or is a disingenuous attempt to boost their social image.

Regardless of intent,moral outrage can encourage an active response, such as protests for social
justice (Hutcherson & Gross 2011, Jost et al. 2018, Spring et al. 2018, van Zomeren et al. 2004).
People may therefore want to capitalize on the public nature of social media, which enables their
messages to reach a broad audience (Carr 2017). Online outrage can raise awareness about an
issue, motivate people to fight against perceived injustice, and advocate for social change (Van
de Vyver & Abrams 2015). Collective expressions of outrage create a social understanding that
certain behaviors are wrong and can bind people together through social movements (Shteynberg
et al. 2017, Spring et al. 2018). This is why a wide variety of social activism takes place on social
media.

However, public expressions of outrage can lead to benefits for individuals, and this behavior
online may therefore be motivated by extrinsic goals. Humans are drawn to seek social status and
will often behave differently in social settings to boost their status and demonstrate their trust-
worthiness (Cheng et al. 2013, Nesi & Prinstein 2015). For instance, when given the opportunity
to punish wrongdoers, people administer harsher punishments in the presence of others than in
private settings (Kurzban et al. 2007). Given that moral behavior drives social evaluation, peo-
ple may voice moral judgments on social media to demonstrate their own moral commitment
or undermine a rival’s moral beliefs, garnering a higher online status through a behavior known
as moral grandstanding (Grubbs et al. 2019). Moral grandstanding refers to the pursuit of social
status through moral reputation.

Status seeking via outrage expression is effective because people often equate moral outrage
expressions with the speaker’s own morality (Skitka 2010, Tosi & Warmke 2016). When people
express outrage, they are perceived as having greater conviction in their moral values, thus earn-
ing them a higher moral status in the eyes of others. Moral grandstanding is considered a form
of free riding in which individuals join in on others’ moral discourse, benefiting from the issue
without making any meaningful or costly contributions (Tosi & Warmke 2016). People engage
in moral grandstanding by inflating and moralizing minor or symbolic issues, which provides an
unambiguous public signal about their commitment to a moral code and then incites others to
join in. This can generate a flurry of online outrage that vastly exceeds the original transgression.

This appeared to be at play in January 2021, when a father took to Twitter in an attempt to
humorously document his daughter’s struggle to use a can opener (Di Placido 2021). He jok-
ingly recounted her frustration as he encouraged her to figure out how to use it on her own.
Commenters, however, were livid and accused the author—who became widely known as Bean
Dad—of child abuse. Although the post was intended to portray a funny story, people were quick
to extract a moral issue and condemn the author until he deleted his account and publicly apolo-
gized. The reward structure of Twitter amplified this incident to a prominent trending news story
that eventually overshadowed breaking news about Donald Trump attempting to overturn the
results of the 2020 US presidential election in Georgia. This type of disproportional moralized
collective response is commonplace on social media platforms, as users are primed to interpret
content through a moral lens and are rewarded for participating in moral discourse. For instance,
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users who comment on trending topics, hashtags, or threads are promoted by the platforms and
receive additional attention, engagement, and followers.

INDIVIDUAL DIFFERENCES IN ONLINE MORALITY

People who engage in aggressive and hostile behaviors in the offline world are also likely to do
so in the online world, where their actions are accelerated by the structure of the Internet (Bor
& Petersen 2022; Kowalski et al. 2014, 2019). For instance, people with disagreeable traits are
more likely to be online cyberbullies (Van Geel et al. 2017). A meta-analysis of antisocial online
behaviors found that psychopathy was the strongest and most consistent predictor of antisocial
online behaviors, followed by Machiavellianism and everyday sadism (Moor & Anderson 2019).
These findings clarify the psychology of trolls who derail social media for their own amusement
(Buckels et al. 2014). Furthermore, Machiavellianism, narcissism, and psychopathy (known
collectively as the Dark Triad of personality) are associated with virtuous victim signaling—a
form of status seeking in which people portray themselves as a trustworthy, moral character,
which garners them sympathy and elevates their moral status (Ok et al. 2021). Another strategy
to acquire status is through dominance—the use of force and intimidation to induce fear—which
is related to a range of aggressive behaviors (Cheng et al. 2013). Studies suggest that feelings
of marginalization coupled with dominance orientation make people more likely to engage in
hostility on social media (Bor & Petersen 2022, Petersen et al. 2023), and thus social media might
provide a powerful tool for achieving these motivations. In this way, individual differences shape
the interplay between social media and morality (Crosier et al. 2012).

While personality traits are important predictors of aggressive behaviors in moralized discus-
sions on social media, there is good reason to believe that people engage in this manner to further
their political causes.Online extremists participate in a significant amount of online discourse, and
this suggests that a large proportion of posts may be from individuals with antisocial tendencies.
Moreover, antidemocratic politicians, Republicans, and foreign operatives were the most likely
to employ polarizing rhetoric online in recent years (Simchon et al. 2022, Valentino-DeVries &
Eder 2022). Political events in the real world often trigger reactions in social media, as hate speech
and misinformation often increase during elections and political turmoil (Kim 2022, Rasmussen
& Petersen 2022, Siegel et al. 2021).

At the individual level, politics also motivates online behavior (e.g., Erjavec & Kovačič 2012,
Rasmussen 2023). One study of fake news sharing on Twitter found that partisan polarization is
the primary psychological motivation behind fake news sharing, and thus it “is fueled by the same
psychological motivations that drive other forms of partisan behavior, including sharing partisan
news from traditional and credible news sources” (Osmundsen et al. 2021, p. 999). This suggests
that political motivations are key drivers of content consumption and sharing on social media,
regardless of the content’s veracity (Robertson et al. 2023b). Similarly, frequent commenters on
Facebook are more politically interested, have more polarized opinions, and, in turn, use more
toxic language (Kim et al. 2021). Thus, while people who hold certain personality traits are more
likely to engage in aggressive activities in general, moralized political discussions on social media
might amplify, reward, and select for people with certain traits.

EXTREMISTS DOMINATE ONLINE CONVERSATIONS

Moral discourse online is dominated by ideological extremists. Political extremists, both liberal
and conservative, show higher levels of outrage on social media compared to politically moderate
users (Brady et al. 2021). Given that outrage is attention grabbing and social media algorithms
prioritize popular content, our online feeds are saturatedwith expressions of outrage distorting our
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perceptions of polarization. In fact, heavy social media users are prone to false consensus effects,
meaning they overestimate how widely held their views are (Bunker & Varnum 2021). People
also tend to overestimate the degree of polarization (Levendusky &Malhotra 2016,Westfall et al.
2015) and animosity (Mernyk et al. 2022, Ruggeri et al. 2021) between political groups, which may
be exacerbated by the abundance of divisive content they see online. This also feeds into political
segregation on social media. Because there is such a large volume of people to connect with in
the online context, there are significantly more extreme voices to affiliate with than there were in
prior social groups that were limited by geography (Petersen et al. 2020, Törnberg 2022).

Extremists’ participation online may have a polarizing effect on peoples’ more moderate ide-
ological views. Extremists tend to be dogmatic and to present their beliefs as facts (Harris & Van
Bavel 2020, Toner et al. 2013), and they may incite others to become more ideologically polar-
ized. In other words, extremists’ contribution on social media may inaccurately depict political
groups as more polarized than they truly are (known as false polarization), yet their participation
may lead to real ramifications in which they convince others of their extreme views. In discussions
with like-minded individuals, people can be persuaded to adopt more extreme ideological posi-
tions, leaving an interaction with more polarized views than they initially had (Mackie & Cooper
1984, Moscovici & Zavalloni 1969). This push toward extremist views may also result in social
media acting as a catalyst for conspiratorial thinking. Social media use is associated with greater
conspiratorial beliefs among people who are predisposed to conspiratorial thinking (Enders et al.
2023). This may lead to conspiracy believers to self-select into online communities that in turn
share and reinforce their beliefs (Robertson et al. 2022).

Social media might also cause people to encounter more divisive and polarizing content than
they actually want to see. For example, a recent study explored differences in the type of content
people think social media amplifies versus the type of content people would want social media
platforms to amplify in an ideal world (Rathje et al. 2023). In line with some prior research, a
representative sample of Americans reported thinking that moral outrage, polarizing content,
misinformation, and outgroup animosity all tend to go viral on social media platforms. However,
when asked what type of content they would want to go viral on social media, people reported
that they do not want to see divisive content and instead would like more accurate, thoughtful, or
nuanced content to go viral. In other words, even though people engage with divisive content on
social media—perhaps because it captures attention and drives engagement—this behavior does
not align with people’s stated preferences (see Figure 3). Interestingly, both Democrats and Re-
publicans reported that divisive content should be much less viral than it currently is, indicating
that there is broad consensus across the political spectrum that people do not want divisive content
to go viral.

CONSEQUENCES

What are the consequences of the rapid spread of moralized content online? Whistleblower
Frances Haugen, a former Facebook project manager, testified to the US Congress that the
social media site’s products “harm children, stoke division and weaken our democracy” and
that congressional intervention is needed (McCluskey 2021). While Haugen and many scholars
have argued that various societal ills are caused by social media (Fisher 2022b, Haidt 2022),
social media can lead to many positive outcomes as well. Social media, like many other major
innovations, such as the printing press, the telephone, and the television, has rapidly changed
how people consume and share information. As with these earlier technological innovations,
some argue there is a moral panic surrounding the consequences of the Internet and social media
that strongly resembles prior moral panics (Orben 2020). Therefore, it is important to balance
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Figure 3

A representative sample of 511 US participants revealed that while people think that divisive content, moral outrage, misinformation,
and people criticizing their enemies all go viral online, they report that they do not want these types of content to go viral. Instead, they
would prefer that positive, thoughtful, or nuanced content went viral. Figure adapted from Rathje et al. (2023).

the moral trade-offs of any technology and develop practices and regulations that maximize the
benefits of new technology and mitigate harm. Here, we review some of the consequences of
social media, with a particular focus on the consequences of the spread of moral outrage on
social media. These include both positive consequences, such as increased information spread,
awareness, and political action, and negative consequences, such as polarization, misinformation
spread, public health risks, and political violence.

INFORMATION SHARING AND AWARENESS

A major reason social media is different from prior forms of media, such as books, newspapers,
and television, is that information can be shared with much lower effort, with a greater number
of people, and much faster than ever before—as there are fewer gatekeepers for the sharing of
online information (and misinformation). Open access to online platforms can be beneficial, en-
abling marginalized voices to face lower barriers to disseminate moral messages and find social
support (Schmitz et al. 2022). This lack of gatekeepers can facilitate organizing and collective
action (Spring et al. 2018). For instance, social media helped mobilize massive global protests
movements around sexual harassment (e.g., #metoo) and racial discrimination (e.g., #blacklives-
matter). However, this can also have unintended implications. For example, social media might be
making nonviolent protests less effective because they are easier to organize without leadership,
which makes them less enduring. The result is massive rallies that emerge on the streets overnight
but often fizzle just as quickly (Fisher 2022a). Thus, the long-term implications of organizing on
social media remain unclear.
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The lack of barriers and editorial oversight can also be harmful. Anyone has the opportunity to
create a social media account and post content that rapidly goes viral even if that content consists
of baseless conspiracy theories or misinformation (Vosoughi et al. 2018). This creates a paradox:
Social media can be a liberating technology, givingmarginalized voices who are normally excluded
the chance to speak, but it can also be a repressive technology, providing bad actors, conspiracy
theorists, or propagandists with the opportunity to spread harmful messages (Tucker et al. 2017).
This makes it extremely difficult to evaluate the net moral impact of social media on society (see
Brady & Crockett 2019).

Social media may also accelerate certain political processes, both good and bad. Social media
access has been implicated in increasing access to vital information for individuals in authoritar-
ian regimes, but also in increasing support for populist parties and spurring social conflict. For
instance, one study found that the rollout of 3G Internet access around the world was associated
with decreased support for political institutions and increased support for populist political parties
(Guriev et al. 2021). Part of this trend might be explained by the Internet’s informing users about
government corruption (Zhuravskaya et al. 2020).

Some have also argued that social media may be particularly beneficial to those in developing
democracies and authoritarian regimes (as opposed to established democracies) because of in-
creased information access that would otherwise be suppressed by the state (Lorenz-Spreen et al.
2023).While social media can provide useful information, it can also lead to the spread of harmful
misinformation. For instance, social media may have played a role in increasing violent sectarian
conflicts in Myanmar and Sri Lanka through the spreading of harmful misinformation, or in the
United States through the spreading of antidemocratic #stopthesteal conspiracy theories about
the 2020 US presidential election (Fisher 2022b).

Information spread online is governed, in part, by social media algorithms, which might dra-
matically change the kind of information that people consume (Rathje et al. 2022b). Algorithms
seem to prioritize the spread of information that is emotional, is polarizing, or captures our
attention (Brady et al. 2020a,b). Thus, while more voices can be heard through social media,
more extreme voices may be prioritized (Bail 2022) and propaganda can foster divisive content
(Simchon et al. 2022), which might distort the information people consume.The lack of oversight
can lead to the spread of misinformation that can undercut democratic institutions and might
even lead to ethnic or political violence.

POLARIZATION

Another potential consequence of the spread of moral and emotional content online is increased
polarization (Iyengar et al. 2019). A number of scholars have expressed concern that social media
might be fueling political polarization (Haidt 2022,Harris et al. 2023, Kubin & von Sikorski 2021,
Van Bavel et al. 2021b), and this notion seems to be supported by some empirical evidence. For in-
stance, one randomized controlled trial found that deactivating Facebook for one month reduced
ideological polarization (or polarization around political issues) and marginally reduced affective
polarization in the United States (Allcott et al. 2020). However, social media may have differ-
ent effects on polarization in non-US contexts. For example, deleting Facebook during genocide
remembrance week in Bosnia actually increased ethnic polarization, especially if people had partic-
ularly homogeneous offline social networks (Asimovic et al. 2021). Presumably, these individuals
were in an echo chamber in their real life, and social media gave them exposure to alternative
perspectives about historical atrocities. Thus, social media might have very different impacts on
polarization in different places, demonstrating a need for more global research on the effects of
social media.
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The increased spread of moralized content online may further fuel polarization and intergroup
conflict. For instance, one study found that moral-emotional words (like “hate” and “blame”) were
more likely to spread within groups (i.e., in echo chambers) than across party lines (Brady et al.
2017; see Figure 1).When people do not use moral-emotional language to discuss the same polit-
ical issues, there is little evidence of polarization along partisan or ideological lines. Another study
found that, while someone’s expression of moral-emotional language made in-group members
view that person as a good group member, it made out-group members view that person as less
open-minded and more partisan (Brady & Van Bavel 2021b). Other work finds that moralization
may amplify a preference to share both true and false politically congruent partisan news, which
can amplify polarization (Marie et al. 2023).Moreover, usingmoral-emotional rhetoric can trigger
hate speech among recipients: Each additional moral word is associated with a 11–16% increase
in eliciting hate speech from readers (Solovev & Pröllochs 2023). Thus, moralized rhetoric may
increase polarization, harassment, misinformation, and false norms about the amount of outrage
and hostility present in people’s online social networks.

MISINFORMATION AND CONSPIRACY THEORIES

Social media allows for the rapid spread of conspiracy theories,which are oftenmotivated bymoral
concerns. Because social media platforms allow information to spread with less friction than in
traditional news outlets, such as newspapers or television news, misinformation and conspiracy
theories are able to go rapidly viral (Robertson et al. 2022, Van Bavel et al. 2021a, van der Linden
et al. 2021). One study found that fact-checked false stories spread faster and farther than fact-
checked true stories onTwitter (Vosoughi et al. 2018).This was especially true of emotional stories
on political topics, which were presumably loaded with moral content that drove people to spread
them.

Many studies have found that misinformation and moral outrage are often closely inter-
twined (Marie et al. 2023, Vosoughi et al. 2018). One analysis found that COVID-19 rumors
that contained moral-emotional language were more likely to spread widely on Twitter (Solovev
& Pröllochs 2022). Another analysis of Facebook and Twitter posts found that the misinforma-
tion containing moral outrage (as detected by a moral outrage machine-learning classifier) was
more likely to spread than misinformation that did not contain moral outrage (McLoughlin et al.
2021). As we noted above, posts with misinformation tend to contain high-arousal emotions such
as surprise or disgust (Vosoughi et al. 2018) and often derogate out-group members (Osmundsen
et al. 2021). These features may help explain why misinformation spreads so quickly within social
networks. Thus, algorithms that promote outrage may prioritize promoting false information and
conspiracy theories.

There is debate about the size of the online misinformation problem, with some scholars argu-
ing that the misinformation discourse is plagued by alarmist narratives (Altay et al. 2023). While
many might think that exposure to misinformation is very common, exposure to untrustworthy
news sites is actually rare, and people tend to see farmore legitimate news online (Altay et al. 2022).
Additionally, true news is more likely to generate engagement than false news on Reddit (Bond &
Garrett 2023). However, other research suggests that these studies massively underestimate the
scope and spread of misinformation because they are largely limited to text. For instance, a full
23% of political images on Facebook contain misinformation (Yang et al. 2023). These contra-
dicting findings may reflect difficulties in defining misinformation. If misinformation is defined
as news websites that frequently publish fabricated news stories, then misinformation exposure is
rare. However, if misinformation is defined as misleading claims made by politicians and public
figures (Mosleh&Rand 2022) or political images (Yang et al. 2023), thenmisinformation exposure
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is likely much more common and potentially impactful. For this reason, it might be more useful to
focus on the impact of misinformation on important domains (e.g., vaccine hesitancy, false beliefs
about election outcomes) rather than focusing solely on the volume of misinformation.

THE CONSEQUENCES OF ONLINE MORALITY
AND MISINFORMATION

Social media and morality may have a number of substantial consequences for public health and
democratic functioning. Early in the COVID-19 pandemic, attitudes and behavior related to
the pandemic were especially polarized, with Republicans and Democrats in the United States
having strikingly different attitudes about public health behaviors and the COVID-19 vaccine
(Gollwitzer et al. 2020, Van Bavel et al. 2023). Social media may be responsible in part for this
polarization around public health beliefs. For instance, polarized rhetoric about the pandemic
on Twitter was highly correlated with polarized beliefs about the risks of the pandemic several
days later (Simchon et al. 2022). Americans with anti-vaccine and pro-vaccine attitudes clustered
into distinct echo chambers on Twitter (Rathje et al. 2022). Pro-vaccine individuals in the
United States tended to follow liberal politicians on Twitter (such as Kamala Harris and Hillary
Clinton), whereas antivaccine individuals were more likely to follow conservative politicians and
influencers (such as Candace Owens or Tucker Carlson). However, these echo chambers about
vaccine attitudes were not observed in the United Kingdom, suggesting that political leaders in
the United States may have polarized the pandemic (Rathje et al. 2022a; see also Altay et al. 2022).
Other research suggests that misinformation spread on Twitter is linked to lower county-level
vaccine uptake (Pierri et al. 2022), and people who got their news primarily from Facebook were
even more vaccine hesitant than those who got their news primarily from Fox News (Lazer et al.
2021). Other research has found a causal link between exposure to vaccine misinformation and
reduced intentions to get vaccinated (Loomba et al. 2021).

The spread of moral messages on social media can lead to important collective action (such as
protests, political participation, and mobilization), as well as harmful behaviors (such as political
violence).One perspective is that that outrage online is a critical force for collective action (Spring
et al. 2018). Some groups have harnessed shared outrage to effect change by spreading awareness
through hashtags or organizing protests. One analysis during the 2013–2014 Maidan protests in
Ukraine found that protestors who took to Facebook spread awareness, garnering millions of likes
( Jost et al. 2018; see Figure 4). Similarly, the #MeToo hashtag was included in over 13 million
tweets and was highly correlated with real-life social and political events (Williams et al. 2019).
As such, there is clear evidence that social media is used to facilitate collective action to benefit
marginalized groups; however, the impact of these efforts is often unclear.

Others argue that online outrage is unlikely to lead to effective collective action (Brady &
Crockett 2019). The flood of outrage on these sites is often directed at different issues and may
ultimately dilute collective efforts. The convenience of social media may therefore backfire and
draw attention away from social issues. Moreover, moralized rhetoric online may spillover into
real-world violence (Fisher 2022b, Mooijman et al. 2018). For instance, Facebook was implicated
in an outbreak of ethnic cleansing in Myanmar against the Rohingya (Fisher 2022b). Moreover,
the amount of moral convergence in online groups (e.g., people in a group sharing the same moral
views) predicts radicalization (Atari et al. 2022), and, as we mentioned above, tweets containing
moral-emotional language are more likely to receive hate speech in the replies (Solovev &
Pröllochs 2023). In sum, while moral outrage may lead to collective action, the research literature
so far has found stronger association with more extreme or harmful action such as violence or
radicalization.
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Figure 4

Number of Facebook posts related to the Maidan protests in Ukraine by Facebook group (automaidan,
EnglishMaidan, EuroMaidan, euromaidanpr, EvromaidanSOS, helpgettomaidan, maidanhelp, maidanmed,
RESOURSESMaidan), date, and protest-related events (2013–2014). This figure shows the number of
Facebook posts on each of several key pages related to the protests over time. Vertical lines mark key
protest-related events in order to highlight the ways in which activity spiked on certain pages in response to
offline political developments. Figure adapted from Jost et al. (2018).

DISCUSSION AND FUTURE DIRECTIONS

While people’s morality is shaped by stable factors, the interplay between social media and moral-
ity sometimes accelerates the content people consume and how they express themselves on social
media. This can include factual as well as fictitious or conspiratorial content. Given that people
are unlikely to change their behaviors and social media is designed to reinforce online outrage, we
outline a range of measures that can ameliorate some of the adverse consequences of the interplay
between social media and morality.

SOCIAL MEDIA ACCELERATES MORAL DYNAMICS

Social media seems to amplify exposure to moral content and action. In the political domain, there
is ample evidence that affective polarization is on the rise (Finkel et al. 2020, Iyengar &Westwood
2015), leading to concerns about reduced support for democratic norms (Broockman et al. 2022,
Kingzette et al. 2021). This tendency may be playing out online as well, as recent studies suggest
that in political discussions online, divisive or moralized content is more likely to go viral (Brady
et al. 2017, Rathje et al. 2021), which may fuel intergroup conflict both offline and online (Van
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Bavel et al. 2022).We do not believe that social media is primarily responsible for polarization and
threats to democracy, but simply that it might serve as an accelerant of existing cultural divisions.

As a result of exposure to divisive content, people may have distorted perceptions of those who
are different from themselves. People hold exaggerated meta-perceptions of their political out-
groups and overstate the magnitude of partisan animosity the political out-group feel about one’s
own political in-group (Ruggeri et al. 2021), and they also overestimate the degree of polarization
between groups.There is reason to believe that social media exacerbates these issues by dispropor-
tionately exposing people to extremists. These false beliefs help explain why social media can fuel
(moral) conflicts, as most people are more moderate than people think (Levendusky & Malhotra
2016) and consume news from the same sources on social media (Guess 2021), while those who
engage on social media are the most engaged partisans (Settle 2018).How social media algorithms
should be modified is not exclusively an empirical question. Yet examining how social media and
morality affect societies—for better or worse—requires access to researchers and transparency
from the platforms.

ADDRESSING THE INTERPLAY BETWEEN SOCIAL MEDIA
AND MORALITY

There is a growing recognition among scholars and the public that social media has deleterious
consequences for society, and there is a growing appetite for greater transparency and some form
of regulation of social media platforms (Rathje et al. 2023). To address the adverse consequences
of social media, solutions at the system level are necessary (e.g., Chater & Loewenstein 2022), but
individual- or group-level solutions may be useful for creating behavioral change before system-
level change is in place and for increasing public support for system-level solutions (Koppel et al.
2023). We discuss a range of solutions that address the adverse consequences of the interplay
between social media and morality.

Regulation is one of the most heavily debated ways of mitigating the adverse features of social
media.Regulating social media can be done both on platforms and at the national or cross-national
level, but it always involves discussions about who should decide what should be allowed on
which platforms (Kaye 2019). Currently, there is relatively little editorial oversight on the content
even on mainstream platforms, yet the association of regulation with censorship makes regulation
inherently controversial. For instance, Americans believe that social media companies censor po-
litical viewpoints (Vogels et al. 2020) and believe it is hard to regulate social media because people
cannot agree upon what should and should not be removed (Pew Res. Cent. 2019). Moreover,
authoritarian states can suppress dissent through the regulation of speech on social media.

In general, people on the political left are more supportive of regulating social media platforms
(Kozyreva et al. 2023, Rasmussen 2022), reflecting liberals’ general tendency to be more sup-
portive, and conservatives’ tendency to more opposing, of regulatory policies (e.g., Grossman &
Hopkins 2016). In the context of social media content, one explanation is that left-leaning people
infer more harm from aggressive behaviors. In other words, they may perceive immoral behaviors
on social media as more harmful for the victim, which in turn justifies regulation (Crawford 2017,
Graham et al. 2009, Walter & Redlawsk 2019).

Political allegiances also shape perceptions of hostility (Muddiman 2017, Mutz 2015) and
censorship (Amira et al. 2021, Ashokkumar et al. 2020, Lelkes & Westwood 2017), and they
may make people willing to compromise civil liberties for advancing political goals (Frederiksen
2022, Graham & Svolik 2020, Simonovits et al. 2022, Svolik 2020). However, new research
suggests there is more consensus in public opinion on regulating social media than previously
thought. One study found that Americans overestimate how much members of the opposing
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party “cancel,” or publicly shame, others (Dias et al. 2022). People across the political spectrum
believe that misinformation and hate speech should be restricted based on severity, regardless
of the target or topic (Kozyreva et al. 2023, Rasmussen 2022, Rathje et al. 2023). These studies
suggest that regulating threatening content that causes severe harm is in line with public opinion,
although there may be disagreement on what constitutes severe harm.

A range of interventions have been developed to mitigate the adverse consequences of the in-
terplay between social media and morality such as misinformation (Guess et al. 2020a, Pennycook
et al. 2021, Rasmussen et al. 2022, van der Linden et al. 2020), polarization (Hartman et al. 2022),
and hate speech (Yildirim et al. 2021), and they are already being deployed and tested online (see
Van Bavel et al. 2021a). One promising strategy is motivating bystanders to denounce hostility or
harassment on social media (Munger 2017). While most people are passive on social media and
only consume content (Settle 2018), encouraging users to participate in online discourse and to
react negatively to hostility may improve the social media environment. Decades of research in
social psychology highlight how people are attentive to social norms put forth by one’s in-group.
Thus, harnessing people’s social identities or social norms can motivate prosocial behavior (Van
Bavel & Packer 2021). For instance, identity- and empathy-based bystander interventions on so-
cial media can effectively reduce incivility (Munger 2020), hate speech (Hangartner et al. 2021,
Munger 2017, Siegel & Badaan 2020), and misinformation (Pretus et al. 2022). This suggests that
peer influence may be effective in shaping norms in social media environments when the peers
are credible members of one’s in-group (Paluck & Green 2009, Paluck et al. 2021).

Other solutions focus on shifting incentive structures to encourage people to share more con-
structive or accurate content. Certain features of the social media algorithms can be adjusted to
encourage the spread of more productive content. For example, social media platforms put in-
creased weight on algorithmic inputs that are associated with more productive content such as
“love” or “like” reactions, which were more strongly associated with in-group positivity than out-
group negativity (Rathje et al. 2021). Other experimental work has found that increasing people’s
motivation to be accurate, and reducing people’s motivation to view content through a partisan
lens, improves the accuracy of people’s beliefs and sharing decisions (Rathje et al. 2022a). As such,
aspects of social media design, incentive structures, and algorithms can all be shifted to encourage
people to share more positive content at scale.

Addressing the adverse consequences of the interplay between social media and morality
through regulation, interventions, or incentive structures on social media might serve as an ef-
fective amelioration strategy. However, these strategies often mitigate, rather than address, the
root of the problem. In other words, morality and social identities shape behavior on social media
and people share misinformation because it supports their social, political, and moral goals. Thus,
regulation, incentive structures, and interventions may help mitigate the negative consequences
of social media in the short-term, but they would likely be more effective if they addressed the
broader social and cultural problems that underlie problematic behaviors. As such, it is critical to
foster the necessary public support for addressing the roots of conflicts in the offline world so that
they do not spillover into social media (Chater & Loewenstein 2022, Koppel et al. 2023). More-
over, any substantial interventions on platforms should engage a broad body of stakeholders and
maximize transparency and accountability.

FUTURE RESEARCH

With established social media platforms regularly changing their designs and new sites capturing
our attention, research on social media is constantly evolving. As these platforms have achieved
broad global penetration, there is an urgent need for more cross-cultural research on social media.
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The large majority of published research has focused onNorth American and European issues and
samples. For instance, 86% of the research on social media and polarization is from the United
States (Kubin & von Sikorski 2021). This is despite the fact that 9 out of 10 countries with the
highest numbers of Facebook users are located in the Global South (Ghai et al. 2022). Moreover,
recent research suggests that the psychological impact of social media appears to be very different
in the Global North versus the Global South (Ghai et al. 2023), or in established democracies
versus less-established democracies (Lorenz-Spreen et al. 2023). As Tucker et al. (2017, p. 48) ob-
serve, “social media can be at once a technology of liberation, a technology useful to authoritarian
governments bent on stifling dissent, and a technology for empowering those seeking to chal-
lenge the status quo in democratic societies.” Therefore, our understanding of the consequences
of moral discourse on social media may not accurately reflect the experience of users from other
parts of the world or understudied communities. Testing theories in distinct contexts is crucial to
advance our understanding of social media and morality, as some processes might lead to distinct
consequences under different circumstances (Asimovic et al. 2021).

Another challenge is that researchers must continually update their conceptions of social me-
dia, including how distinct platforms may serve different purposes. While studies on Twitter are
relatively abundant, other popular platforms such as Reddit, LinkedIn, Instagram, or YouTube
have not received the same level of attention (Iandoli et al. 2021). As such, our ability to gen-
eralize across platforms is severely limited. This is in part due to the fact that Twitter data have
been historically much easier and less expensive to access, whereas platforms such as Facebook,
Instagram, or TikTok share very little data with researchers. Providing data access to researchers
is crucial to enhance our understanding of how different social media platforms, design choices,
and algorithms influence human behavior (Tucker et al. 2017). Overall, social media platforms are
very hesitant to share data and are not transparent about how their underlying algorithms work,
even though 92% of people support social media companies being more transparent about how
their algorithms work (Rathje et al. 2022b; see Figure 3). Hopefully, research access and tools will
improve to allow more rigorous comparisons of the role of morality across platforms.

Second, experimental field research is key to understanding the consequences of social media
at the individual and societal level (Mosleh et al. 2022; cf. Munger 2019 for a critique). Previous
field experiments have examined whether online news sources and social media increase polariza-
tion (Bail et al. 2018) and how negative emotionality (Robertson et al. 2023a) and toxicity affect
engagement (Beknazar-Yuzbashev et al. 2022). Far more work is needed to connect these online
patterns of behavior to real world outcomes. Field experiments can be embedded in panel sur-
veys with nationally representative samples to assess the causal effects of interventions over time
(Guess et al. 2021), and measures of behavior and beliefs can be connected to online data to iden-
tify important relationships (Rathje et al. 2022). Thus, field research and experiments on social
media provide an opportunity to assess causal hypotheses in ecologically valid settings.

Interdisciplinary work is also necessary to fully understand how social media impacts individu-
als, groups, and societies. In recent years, the social sciences provided early guidance on responses
to the COVID-19 pandemic to inform policy decisions (Ruggeri et al. 2022,Van Bavel et al. 2020).
In the same vein, psychologists should continue to inform policy decisions related to social me-
dia by integrating knowledge from within the social sciences (e.g., political science, psychology,
communication, sociology, media studies) and beyond (e.g., computer science, data science, engi-
neering, neuroscience). Bringing together scholars from these disciplines will also allow for better
methods and theoretical frameworks. Of course, this type of research requires the necessary fund-
ing and institutional support to bring together experts from different backgrounds. We hope to
see more interdisciplinary grant opportunities, centers, and conferences to help spawn the next
generation of research on social media and morality.
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CONCLUSION

Human morality plays a central role in the social and attentional dynamics of social media. Social
media is projected to grow to nearly 6 billion users in a few years, and millions of young people are
now on these platformsmuch of the time.Thismeans that the relationship between our paleolithic
moral emotions and this godlike technology is only bound to grow in importance. Understanding
how our morality shapes our behavior on social media and how social media, in turn, shapes our
moral psychology and behavior is likely to be a critical topic for scholars and policy makers for
the foreseeable future. Given the immense scale of the topic, understanding these bidirectional
influences will likely prove essential to building more humane technology and fostering healthier
societies.
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