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Misinformation is a pressing global issue. Researchers 
have been exploring the psychological underpinnings 
of belief in and sharing of misinformation (Pennycook 
& Rand, 2021; Van Bavel et al., 2021; van der Linden, 
Roozenbeek, et al., 2021) and testing potential inter-
ventions to reduce the spread of misinformation 
(Gwiaździński et al., 2023; Kozyreva et al., 2022). How-
ever, there are competing theoretical perspectives 
regarding the psychological causes of misinformation 
belief and sharing and the effectiveness of interven-
tions. These disagreements are difficult to resolve when 
researchers come from different theoretical traditions 
or rely on different methodologies (van der Linden, 
2022). Furthermore, analyses of the same data sets can 
yield wildly different conclusions (Breznau et al., 2022). 

One way to solve theoretical disagreements such as 
these is to design adversarial collaborations (Clark & 
Tetlock, 2023; Mellers et al., 2001), in which researchers 
with competing hypotheses work together to design a 
study and preregistered analysis plan to help resolve a 
scientific debate (Clark & Tetlock, 2023). The current 
article leverages this approach to help resolve a debate 
in the field about the efficacy of accuracy prompts 
across different partisan or ideological groups.
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Abstract
The spread of misinformation is a pressing societal challenge. Prior work shows that shifting attention to accuracy 
increases the quality of people’s news-sharing decisions. However, researchers disagree on whether accuracy-
prompt interventions work for U.S. Republicans/conservatives and whether partisanship moderates the effect. In this 
preregistered adversarial collaboration, we tested this question using a multiverse meta-analysis (k = 21; N = 27,828). 
In all 70 models, accuracy prompts improved sharing discernment among Republicans/conservatives. We observed 
significant partisan moderation for single-headline “evaluation” treatments (a critical test for one research team) such 
that the effect was stronger among Democrats than Republicans. However, this moderation was not consistently 
robust across different operationalizations of ideology/partisanship, exclusion criteria, or treatment type. Overall, we 
observed significant partisan moderation in 50% of specifications (all of which were considered critical for the other 
team). We discuss the conditions under which moderation is observed and offer interpretations.
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We examine whether shifting attention to accuracy 
reduces misinformation sharing for people across the 
political spectrum. Pennycook, Rand, and colleagues 
(Pennycook, McPhetres, et al., 2020; Pennycook, 
Epstein, et al., 2021) find that social media contexts 
focus users’ limited attention on factors other than accu-
racy. Consequently, users share content that they could  
have identified as inaccurate—and then chosen not to 
share—had they considered accuracy in advance. A 
series of lab and field experiments have reported that 
shifting attention to accuracy (e.g., by asking about the 
accuracy of an unrelated news headline) improved the 
quality of people’s news-sharing decisions (Pennycook, 
Epstein, et al., 2021; Pennycook, McPhetres, et al., 2020). 
Similar findings have been replicated in numerous stud-
ies (Arechar et al., 2023; Bhardwaj et al., 2023; Calianos 
et al., 2022; Capraro & Celadin, 2023; Ceylan et al., 2023; 
Epstein et al., 2023; Offer-Westort et al., 2022; Organisa-
tion for Economic Co-operation and Development, 
2022; Rasmussen et  al., 2022), although some others 
have found mixed or nonsignificant results (Gavin et al., 
2022; Pretus et al., 2022; Roozenbeek et al., 2021).

The most substantial unresolved debate about accu-
racy prompts centers on their effectiveness among 
those on the political right. Pennycook and Rand have 
argued that accuracy prompts should improve sharing 
quality to the extent that accuracy discernment is 
greater than sharing discernment (Pennycook & Rand, 
2022b). Thus, although there may be specific items for 
which accuracy prompts are ineffective for those on 
the right (or left)—for example, falsehoods that are 
widely believed by one side (Pretus et  al., 2022)— 
accuracy prompts should be effective for people across 
the political spectrum in general.

Conversely, Rathje, Van Bavel, and van der Linden 
have argued that some types of accuracy prompts 
should be less effective for those on the political right, 
at least in the United States (Rathje, Roozenbeek, et al., 
2022). For example, even when nudged toward accu-
racy, Republicans may be worse than Democrats at 
identifying true versus false headlines (e.g., J. Allen 
et al., 2021; Garrett & Bond, 2021; Imhoff et al., 2022; 
Lawson & Kakkar, 2022; Rathje, Van Bavel, & van der 
Linden, 2023; van der Linden, Panagopoulos, et  al., 
2021), although other studies have found no significant 
partisan differences in accuracy discernment (e.g.,  
Pennycook, Bear, et al., 2020; Pennycook, McPhetres, 
et al., 2020; Pennycook & Rand, 2019). This might be 
due to differences in personality styles between liberals 
and conservatives ( Jost et  al., 2018; van der Linden, 
Panagopoulos, et al., 2021), or different norms, beliefs, 
and motivations between partisan groups that may lead 
them to prioritize identity-congruent information over 
accurate information (Pereira et  al., 2018; Rathje, 

Roozenbeek, et al., 2022). This debate also has practical 
implications for how social media platforms and poli-
cymakers should best curb misinformation online. 
Because Americans on the right tend to share more 
misinformation than those on the left (Garrett & Bond, 
2021; Grinberg et al., 2019; Guess et al., 2019; Lawson 
& Kakkar, 2022; Pennycook & Rand, 2022a; Rathje, He, 
et  al., 2022), if accuracy prompts are only minimally 
effective for right-leaning participants, accuracy prompts 
may not be a promising intervention for the audience 
most likely to share misinformation (see Pretus et al., 
2022). Existing empirical evidence is ambiguous regard-
ing accuracy prompts and political orientation. For 
example, Pennycook, Epstein, et al. (2021) found sig-
nificant effects among both Democrats and Republi-
cans, and Epstein et al. (2021) found no moderation by 
conservatism. In contrast, Rathje, Roozenbeek, et  al. 
(2022) conducted a meta-analysis of six experiments 
using single-headline “evaluation” and “importance” 
prompts and found that the effect on sharing discern-
ment was moderated by partisanship such that the meta-
analytic effect size for Democrats was significantly larger 
than for Republicans. Further, the effect among Repub-
licans was only marginally significant, leading the 
authors to conclude that “partisanship matters consider-
ably for the success of this intervention,” because accu-
racy prompts have “little to no effect for U.S. conservatives 
or Republicans” (p. 1). Finally, Pennycook and Rand 

Statement of Relevance

One proposed intervention for reducing the spread 
of online misinformation is shifting users’ attention 
to accuracy. Prior research shows that prompting 
users to consider accuracy improves the quality 
of people’s news-sharing decisions. However, re-
searchers disagree on whether accuracy prompts 
are effective for those on the political right. This de-
bate has substantial practical implications because 
Americans on the political right tend to share more 
misinformation. To help resolve this question, two 
research teams with conflicting previous research 
conducted an adversarial collaboration. We found 
robust evidence that accuracy prompts significantly 
increased sharing quality for both those on the po-
litical right and left. However, we also found that 
this effect was weaker among Republicans in speci-
fications of particular interest to one of the research 
teams (although this moderation was not robust 
across all specifications). Our results have impor-
tant practical considerations for deploying accuracy 
prompts in the field.
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(2022a) meta-analyzed 20 studies that used numerous 
accuracy-prompt approaches and, separately analyzing 
convenience versus quota-matched samples, found that 
the accuracy prompts significantly increased sharing 
discernment among U.S. conservatives and Republicans 
across specifications, and the effect was not significantly 
moderated by conservatism and was moderated only by 
partisanship in some specifications.

To help reconcile these disparate conclusions, we 
conducted an adversarial collaboration to examine 
whether partisanship or ideology moderate the effec-
tiveness of accuracy prompts when pooling all studies 
considered in Rathje, Roozenbeek, et  al. (2022) and 
Pennycook and Rand (2022a; N = 27,828), including  
a multiverse analysis examining the robustness of  
any potential moderation effects across accuracy-
prompt approaches and operationalizations of political 
orientation.

Open Practices Statement

All hypotheses and analyses were agreed on by all 
authors on March 15, 2022 and preregistered at https://
aspredicted.org/blind.php?x=JCZ_RNR. Two deviations 
from our preregistration are specified in the Method 
section and were agreed on by all authors. Our full data 
and analytic code are available at https://osf.io/jukx9.

Method

We present the results of an adversarial collaboration 
in which both sets of authors agreed on a preregistered 
analysis plan to evaluate the results of 20 data sets col-
lected by Pennycook, Rand, and colleagues and one 
data set collected by van der Linden and colleagues, 
all of which used similar designs and operationaliza-
tions of ideology and partisanship (N = 27,828; 511 
different headlines; 601,616 total sharing decisions; for 
study descriptions, see Table 1). Each study had ethical 
approval from the Yale University Institutional Review 
Board, the Massachusetts Institute of Technology Com-
mittee on the Use of Humans as Experimental Subjects, 
the University of Regina Research Ethics Board, the 
Cambridge Psychology Research Ethics Committee, 
and/or the U.S. Army Human Research Protection 
Office, and participants provided informed consent.

The two research teams, Martel, Pennycook, and 
Rand (henceforth known as MPR), and Rathje, Van 
Bavel, and van der Linden (henceforth known as RVV), 
agreed on the selection of which studies to include and 
preregistered analyses to perform. Included studies 
were not designed, conducted, or initially analyzed by 
both research teams—the current adversarial collabora-
tion instead involved the preregistration of just study 

inclusion and analysis specifications. Study selection, 
analysis, and manuscript drafting were overseen by a 
third-party moderator (C. J. Clark) from the Adversarial 
Collaboration Project. RVV had previously analyzed six 
of these data sets (Rathje, Roozenbeek, et al., 2022) and 
had not been given access to the participant-level data 
for the other 15 data sets before this collaboration. MPR 
had access to and collected these data before the adver-
sarial collaboration, yet none of the reported analyses 
were undertaken before preregistration.

To help assess the robustness of the results, we con-
ducted a multiverse analysis, which reports all reason-
able statistical models rather than only one of many 
(Steegen et al., 2016). Overall, we present 70 total sta-
tistical models, with different exclusion criteria, differ-
ent measures of political orientation, and different 
subsets of accuracy-prompt approaches.

MPR’s key preregistered hypothesis was that there 
would be a significant positive effect of treatment on 
sharing discernment for Republicans/conservatives. RVV’s 
key preregistered hypothesis was that the effect of the 
accuracy nudge on sharing discernment would be moder-
ated by partisan affiliation (specifically Republicans vs. 
Democrats—excluding Independents) when looking at 
the entire sample and that this moderation effect would 
be relatively robust to different operationalizations of 
ideology/partisanship and different exclusion criteria. 
RVV specified that their predictions applied only to two 
types of accuracy prompts (the evaluation and impor-
tance interventions, which prompted users to consider 
accuracy without providing any additional information) 
and not to the other accuracy-prompt treatments included 
in the data (e.g., “media-literacy tips,” “social norms,” and 
“evaluation with feedback”; for interventions, see Table 
2) because these treatments provided novel information 
in addition to shifting attention to accuracy.

Experimental designs

In each study, only participants who indicated that they 
use social media were allowed to participate (there 
were no inclusion or exclusion criteria based on the 
types of content people reported sharing online). Par-
ticipants were presented with a set of actual true and 
false news headlines taken from social media one at a 
time and in a random order (these were presented in 
the format of a Facebook post; for an explanation of 
the methodology behind headline selection, see  
Pennycook, Binnendyk, et al., 2021). All false headlines 
were from fact-checking sites (e.g., snopes.com and 
factcheck.org), and all true headlines came from main-
stream news sources. In most cases, headlines were 
selected for inclusion on the basis of pretesting; for all 
experiments using political headlines, the headlines 

https://aspredicted.org/blind.php?x=JCZ_RNR
https://aspredicted.org/blind.php?x=JCZ_RNR
https://osf.io/jukx9
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Table 1. Description of the 21 Experiments Included in the Meta-Analysis

Study Date Sample (N) Platform Topic Accuracy prompts used Published?

A September 
2017

847 MTurk Politics Evaluation No

B October 2017 1,158 MTurk Politics Evaluation Pennycook, 
Epstein, et al. 
(2021)

C November 
2017

1,248 MTurk Politics Evaluation Pennycook, 
Epstein, et al. 
(2021)

D March 2019 1,007 MTurk Politics Importance; norms; reason; 
importance + norms + 
reason

No

E March 2019 1,210 MTurk Politics Evaluation (10×); importance + 
norms + reason; evaluation 
(10×) with feedback

No

F April 2019 1,184 Lucid Politics Evaluation (10×) with 
feedback; importance + 
norms + reason; evaluation 
+ norms; importance + 
norms

No

G May 2019 1,286 Lucid Politics Evaluation; importance Pennycook, 
Epstein, et al. 
(2021)

H September 
2019

2,296 MTurk Politics Evaluation No

I March 2020 855 Lucid COVID-19 Evaluation Pennycook, 
McPhetres, 
et al. (2020)

J April 2020 621 MTurk Politics and 
COVID-19

Evaluation No

K April 2020 444 Lucid Politics Evaluation No
L April 2020 1,192 Lucid COVID-19 Evaluation; evaluation (10×) 

with feedback
Epstein et al. 

(2021)
M May 2020 2,081 Lucid COVID-19 Evaluation; tips; norms Epstein et al. 

(2021)
N May 2020 2,778 Lucid COVID-19 Tips; norms; tips + norms Epstein et al. 

(2021)
O May 2020 2,616 Lucid COVID-19 Importance; importance + 

norms
Epstein et al. 

(2021)
P September 

2020
820 Lucid COVID-19 Evaluation; tips No

Q September 
2020

2,010 YouGov COVID-19 Evaluation; evaluation with 
feedback; importance + 
norms; PSA video

Guay et al. 
(2022)

R September 
2020

2,015 YouGov Politics Evaluation; evaluation with 
feedback; importance + 
norms; PSA video

No

S November 
2020

162 Lucid COVID-19 Evaluation; tips No

T December 
2020

415 Lucid COVID-19 Tips No

U October 2020 1,583 Respondi COVID-19 Evaluation Roozenbeek 
et al. (2021)

Note: All unpublished studies were conducted by Pennycook, Rand, and colleagues. MTurk = Mechanical Turk.
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were balanced on partisan lean (i.e., there were equally 
partisan pro-Democratic and pro-Republican head-
lines), whereas no attempt was made at political bal-
ance for the COVID-19 experiments. Furthermore, 
headlines were intended to be up to date or relevant 
when the study was run.

As detailed in Table 1, key dimensions of variation 
across included studies were the subject pool from 
which the participants were recruited (convenience 
samples from Amazon Mechanical Turk, or MTurk; 
samples from Lucid that were quota-matched to the 
national distribution on age, gender, ethnicity, and 
region; or samples from YouGov that used sample 
matching to select representative samples from nonran-
domly selected pools of respondents), the topic of the 
headlines about which the participants were to make 
sharing decisions (politics, COVID-19), the specific set 
of headlines shown (and thus the baseline level of 
sharing discernment between true vs. false headlines), 
and the particular set of accuracy prompts used (for a 
description of each accuracy prompt, see Table 2).

Political-orientation measures

Liberal versus conservative ideology was collected in 
all 21 experiments. In 17 experiments, participants were 
asked separately about how socially and economically 
liberal versus conservative they were using 7-point Lik-
ert scales; we averaged the two items to generate an 
overall ideology measure. In the four remaining experi-
ments, participants were instead asked different ver-
sions of political-ideology measures. In two experiments 
(Studies Q and R; see Table 1), participants were asked 

a single question about how liberal versus conservative 
they were using a 5-point Likert scale (for recent work 
suggesting this assessment is strongly correlated with 
the average of the social and economic conservatism 
measure, r = .94, p < .001, see Lin et al., 2023). In two 
experiments (Studies S and T; see Table 1), we used 
10-point Likert scales to ask participants (a) the extent 
to which they thought incomes should be made more 
equal versus there should be greater incentives for indi-
vidual effort and (b) the extent to which they thought 
government should take more responsibility to ensure 
that everyone is provided for versus people should take 
more responsibility to provide for themselves, and we 
averaged the two items to generate an ideology mea-
sure. In all experiments, the final measure was then 
rescaled to the interval [0, 1].

A binary measure of preference for the Democratic 
versus Republican Party (forced choice, no neutral 
option) was collected in 19 experiments. In five experi-
ments, this question was asked as a binary forced 
choice. In 16 experiments, it was asked on a 6-point 
Likert scale (no neutral option) and then binarized for 
analysis. We used the Likert measures from these 16 
experiments as a continuous measure of preference for 
the Democratic versus Republican Party. In 18 studies, 
participants completed a categorical measure of their 
party affiliation, choosing between Democrat, Republi-
can, Independent, and Other. Finally, we considered a 
binary measure of whether or not participants reported 
voting for Donald Trump in the 2016 U.S. presidential 
election that was collected in 18 experiments.

Because of model convergence and run-time issues, we 
made several minor deviations from our preregistration.  

Table 2. Descriptions of the Accuracy Prompts Used Across Experiments

Accuracy prompt Description

Evaluationa Participants are asked to rate the accuracy of a single neutral (nonpolitical, 
non-COVID-19) headline. In some variants, they are shown 10 
headlines instead of one; in other variants, they are given feedback on 
whether their answer was correct. When subsetting analyses on the 
evaluation treatment, we only include studies in which a single headline 
was shown without feedback.

Importancea Participants are asked how important it is to them to only share accurate 
news or to not share inaccurate news.

Norms Participants are told that most other survey respondents think it is very 
important to only share accurate news.

PSA Video Participants are shown a 30-s video (in the format of a “public service 
announcement,” although these words are not explicitly mentioned) 
reminding them to think about accuracy before sharing.

Reason Participants are asked how important it is to them to only share news that 
they have thought about in a reasoned, rather than emotional, way.

Tips Participants are shown a set of minimal digital-literacy tips; for sample 
tips, see Epstein et al. (2021).

aPreregistered by Rathje, Van Bavel, and van der Linden as pertaining to their claims.
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First, we removed from our analyses a platform covariate 
(MTurk vs. Lucid/YouGov) and could not test MPR’s 
hypothesis that partisan moderation effects would be 
larger on MTurk than more representative sampling plat-
forms (for analyses including only studies conducted on 
Lucid/YouGov, k = 13, however, see Supplemental Table 
S11 in the Supplemental Material available online). We 
made this deviation to achieve convergence of our mul-
tilevel models by simplifying our analyses via removal 
of a four-way interaction tangential to the primary goals 
of the adversarial collaboration (for linear mixed-effects 
model convergence remedies, see Brauer & Curtin, 
2018). Second, we did not nest headline items by study 
when computing random intercepts and slopes at the 
headline-item level. This deviation was made to increase 
convergence like lihood by minimizing the presence of 
headlines with a small number of observations—that is, 
headlines within individual studies may sometimes have 
few observations, but repeated headline random effects 
estimated across studies allow for greater observations 
per item (and it may also be assumed that differences 
in headline random effects are unlikely to greatly differ 
across studies for identical headlines). All preregistration 
deviations were agreed on by both research teams and 
the third-party moderator.

Results

Our primary analyses all utilized the same multilevel 
crossed-effects model structure as preregistered. We 
predicted sharing intention (normalized 0 to 1) by treat-
ment (0 = control, 1 = accuracy prompt), headline 
veracity (0 = false, 1 = true), partisanship/ideology (0 = 
maximally conservative/Republican, 1 = maximally  
liberal/Democrat), and all two- and three-way interac-
tions. We also included the maximal random-effects 
structure. Specifically, we included random intercepts 
for participants nested by study and for headlines, ran-
dom slopes for headline veracity by participant, and 
random slopes for treatment, partisanship, and their 
interaction by headline.

This model structure provided two key quantities for 
testing our two main hypotheses. First, the coefficient 
for the interaction between treatment and headline 
veracity indicated the effect of accuracy prompts on 
sharing discernment (i.e., sharing more true relative to 
false headlines) among maximally conservative/Repub-
lican participants. Second, the coefficient for the three-
way interaction between treatment, headline veracity, 
and partisanship/ideology indicated the extent to which  
the accuracy-prompt effect on sharing discernment is 
moderated by partisanship/ideology—that is, whether 
accuracy prompts are more or less effective for maxi-
mally liberal/Democrat participants relative to maximally 
conservative/Republican participants.

This model structure also allowed for the calculation 
of additional coefficients of interest, including (a) the 
treatment effect on false headlines for maximally con-
servative/Republican participants, as indicated by the 
baseline treatment coefficient; (b) the treatment effect 
on true headlines for maximally conservative/Republi-
can participants, as calculated via a general linear-
hypothesis (GLH) test of the sum of the treatment 
coefficient and the interaction between treatment and 
headline veracity; (c) the treatment effect on discern-
ment for maximally liberal/Democrat participants, as 
calculated via a GLH test of the sum of the interaction 
between treatment and headline veracity plus the three-
way interaction of treatment, headline veracity, and 
partisanship/ideology; (d) the treatment effect on false 
headlines for maximally liberal/Democrat participants, 
as calculated via a GLH test of the sum of the treatment 
coefficient and the interaction between treatment and 
partisanship/ideology; and (e) the treatment effect on 
true headlines for maximally liberal/Democrat partici-
pants, as calculated via a GLH test of the sum of the 
treatment coefficient, the interaction between treatment 
and headline veracity, the interaction between treatment 
and partisanship/ideology, and the three-way interaction 
between treatment, headline veracity, and partisanship/
ideology. These GLH tests essentially calculated direct 
treatment-effect coefficient outputs as if our model speci-
fied that baseline partisanship was maximally liberal/
Democrat (for Democrat effects) or that our baseline 
veracity was true (for effects on true news sharing). Given 
that partisanship was scaled from 0 (maximally conserva-
tive/Republican) to 1 (maximally liberal/Democrat), 
results disaggregated by partisanship/ideology should be 
interpreted as pertaining to participants who are maxi-
mally conservative/Republican or liberal/Democrat.

We conducted this model across a variety of speci-
fications. First, we examined two exclusion-criteria 
specifications: excluding non-social media users and 
excluding non-social media users and participants who 
indicated that they never share political news online 
(for studies with political headlines). Second, we 
explored five different operationalizations of partisan-
ship/ideology: party identification (“DemRep”; Demo-
crat vs. Republican—excluding Independents), relative 
preference for the Democratic vs. Republican Party 
(“DemRep_c”; Likert scale), binary forced-choice pref-
erence for Democratic versus Republican Party (“Dem-
RepParty”; no independent/neutral option), political 
conservatism (“Conservative”; average of Likert scales 
for social and economic political ideology), and voting  
for Trump versus not voting for Trump in the 2016 
presidential election (“Trump2016”). Third, we exam-
ined seven different accuracy-prompt treatment defini-
tions: all treatments, excluding treatments that involved 
social norms, excluding treatments that involved 
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digital-literacy tips, excluding treatments that involved 
either social norms or digital-literacy tips, including the 
single-item evaluation treatment only, including the 
evaluation or accuracy-importance treatments only, and 
including treatments with multiple interventions. Alto-
gether, these specifications entailed performing 70 
analyses. Note that these 70 model specifications were 
conducted on highly overlapping data, and the results 
should not be interpreted as analyses from independent 
data sets.

We found that accuracy prompts had a significant 
positive effect on sharing discernment for Republicans/
conservatives across all 70 model specifications (mini-
mum b = 0.017, p = .011; maximum b = 0.061, p < .001; 
see Table 3 and Fig. 1). To contextualize the size of this 
effect in practical terms, these results indicate that accu-
racy prompts increase true sharing, relative to false 
sharing, by an additional 1.7 to 6.1 percentage points, 

depending on the treatment assessed. These increases 
in discernment were driven primarily by decreased shar-
ing of false news rather than increased sharing of true 
news. For example, when assessing the models with the 
least and greatest discernment effects for Republicans, 
false news sharing decreased between 3.3% and 14.6% 
relative to the control, respectively (for full results disag-
gregated by news veracity, see Tables S3 and S5 and 
Figs. S1a and S1c in the Supplemental Material). These 
effects were robust across exclusion of those who do 
not share political news, different partisanship/ideology 
specifications, and treatment types and provide evi-
dence in favor of MPR’s preregistered hypothesis that 
accuracy prompts are effective for Republicans/
conservatives.

We also found that accuracy prompts had a significant 
positive effect on sharing discernment for Democrats/
liberals across all 70 model specifications (minimum 

Table 3. Effect of Accuracy Prompt on Discernment for Maximally Republican/Conservative Participants (Using a 
Variety of Specifications)

Exclusion of those 
who do not share 
political news Treatment DemRep DemRep_c DemRepParty Conservative Trump2016

No All 0.030***
(0.004)

0.032***
(0.006)

0.029***
(0.005)

0.031***
(0.006)

0.030***
(0.005)

No No norms 0.027***
(0.004)

0.029***
(0.007)

0.027***
(0.006)

0.026***
(0.006)

0.025***
(0.005)

No No tips 0.030***
(0.004)

0.032***
(0.006)

0.027***
(0.005)

0.030***
(0.006)

0.028***
(0.005)

No No norms or tips 0.028***
(0.005)

0.031***
(0.007)

0.027***
(0.006)

0.026***
(0.006)

0.026***
(0.005)

No Evaluation 0.022***
(0.005)

0.022**
(0.007)

0.019**
(0.006)

0.017*
(0.007)

0.020***
(0.006)

No Evaluation or 
importance

0.024***
(0.005)

0.025***
(0.007)

0.022***
(0.006)

0.020**
(0.007)

0.022***
(0.006)

No Multiple 
interventions

0.055***
(0.008)

0.056***
(0.010)

0.050***
(0.010)

0.061***
(0.010)

0.054***
(0.009)

Yes All 0.031***
(0.005)

0.034***
(0.007)

0.031***
(0.006)

0.033***
(0.007)

0.030***
(0.006)

Yes No norms 0.029***
(0.005)

0.032***
(0.007)

0.031***
(0.006)

0.030***
(0.007)

0.025***
(0.006)

Yes No tips 0.030***
(0.005)

0.033***
(0.007)

0.030***
(0.006)

0.032***
(0.007)

0.029***
(0.006)

Yes No norms or tips 0.030***
(0.005)

0.035***
(0.007)

0.031***
(0.007)

0.030***
(0.007)

0.026***
(0.006)

Yes Evaluation 0.023***
(0.006)

0.027**
(0.008)

0.023**
(0.007)

0.021**
(0.008)

0.019**
(0.007)

Yes Evaluation or 
importance

0.024***
(0.006)

0.028***
(0.008)

0.025***
(0.007)

0.023**
(0.008)

0.022***
(0.007)

Yes Multiple 
interventions

0.057***
(0.010)

0.055***
(0.012)

0.049***
(0.011)

0.061***
(0.012)

0.056***
(0.010)

Note: Coefficients (multiplied by 100) can be interpreted as percentage-point increases in true relative to false news sharing in accuracy-
prompt treatment conditions. Standard errors are provided in parentheses.  
*p < .05. **p < .01. ***p < .001.
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b = 0.032, p < .001; maximum b = 0.065, p < .001; see 
Table 4 and Fig. 2). Practically, these results suggest that 
accuracy prompts increase true, relative to false, sharing 
by an additional 3.2 to 6.5 percentage points, depending 
on the accuracy-prompt treatment delivered. We again 
found that these discernment effects were driven by 
decreased sharing of false news. For instance, in the 
model specifications with the least and greatest discern-
ment effects for Democrats, false news sharing decreased 
between 7.6% and 19.1% relative to the control, respec-
tively (for full results disaggregated by news veracity, 
see Tables S4 and S6 and Figs. S1b and S1d).

We found that 35 models (50%) provided evidence 
of a significant moderation of accuracy-prompt efficacy 
by partisanship/ideology across our 70 model specifica-
tions (see Table 5 and Fig. 3). In particular, party iden-
tification and voting for Trump in 2016 appeared to 
robustly moderate the accuracy-prompt effect such that 
accuracy prompts were more effective for Democrats 
than Republicans or those who reported voting for 
Trump (12 of 14 model specifications for each partisan-
ship definition; no evidence of moderation when exam-
ining “multiple interventions” treatment definition, 
which refers to cases in which different interventions 
were stacked together). Binary party preference also 
moderated accuracy-prompt effectiveness in eight of 14 
specifications (six of seven when including those who 
do not share political news and two of seven when 
excluding those who do not share political news). How-
ever, we found evidence that political conservatism 
moderated the accuracy-prompt effect in only three of 

14 model specifications, and we found no significant 
moderation by continuous relative preference for the 
Democratic versus Republican Party in any specification. 
Interestingly, partisan identity—rather than political ide-
ology—seems to be the more consistent moderator, and 
binary partisanship specifications were more consistent 
than continuous ones.

RVV’s key specifications of interest were significant. 
Specifically, RVV’s preregistered hypotheses was that 
effects of the evaluation treatment (i.e., the most com-
mon type of accuracy nudge) and the importance treat-
ment would be moderated by partisanship/ideology. 
When using binary party identification (i.e., excluding 
Independents) and including participants who reported 
never sharing political news on social media, which RVV 
preregistered as their key specification, there was sig-
nificant moderation when examining studies using the 
evaluation prompt (p = .007) or when examining studies 
using either the evaluation prompt or the importance 
prompt (p = .016). RVV secondarily preregistered the 
expectation that this moderation of the evaluation and/
or importance treatments would be robust across alter-
native specifications of political orientation and exclu-
sion criteria. The results were mixed with respect to this 
prediction: The effect was not significantly moderated 
by a continuous party-identification measure across any 
of the relevant specifications and was not significantly 
moderated by conservatism when excluding participants 
who reported never sharing political news online; it 
was, however, consistently moderated by party identi-
fication and voting for Trump in 2016 (for histogram of 
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p values by analysis type, see Fig. 4; for scatterplot of 
coefficients comparing treatment effect on sharing dis-
cernment for Republicans/conservatives vs. Democrats/
liberals, see Fig. 5). Interestingly, we found that partisan 
moderation was more consistently found when assess-
ing political orientation via dichotomous measures 
rather than continuous measures.

We also conducted several post hoc robustness 
checks of our analyses. First, we reexamined our effects 
for the conservatism political-orientation measure when 
only including studies that used a common political-
orientation scale (k = 17). In support of MPR’s hypoth-
esis, we found that accuracy prompts significantly 
improved sharing discernment among conservatives 
under 12 of the 14 specifications (and improved sharing 
discernment among liberals in all 14 specifications). We 
also found that conservatism moderated this effect in 
eight of 14 specifications—and in support of RVV’s 
hypothesis, this was true for all four evaluation and 
evaluation or importance treatment models (see Table 

S10). Second, one potential limitation of the studies 
included in this multiverse meta-analysis is whether the 
samples included representative Republican/conserva-
tive participants. Therefore, we next reexamined our 
effects for the evaluation and evaluation or importance 
models when only including studies that used samples 
that were more representative (via quota sampling, i.e., 
studies conducted on Lucid or YouGov only; k = 13; 
see Table 1). In support of MPR’s hypothesis, we found 
in all 10 models that accuracy prompts significantly 
improved sharing discernment among conservatives/
Republicans. We also found this for liberals/Democrats. 
In contrast to the predictions of RVV, however, we did 
not find significant moderation by political orientation 
in any of these models (see Table S11).

Discussion

We provide a comprehensive assessment of whether 
accuracy prompts improve sharing discernment across 

Table 4. Effect of Accuracy Prompt on Discernment for Maximally Democrat/Liberal Participants (Using a Variety of 
Specifications)

Exclusion of those 
who do not share 
political news Treatment DemRep DemRep_c DemRepParty Conservative Trump2016

No All 0.043***
(0.004)

0.039***
(0.005)

0.043***
(0.005)

0.044***
(0.006)

0.043***
(0.003)

No No norms 0.042***
(0.004)

0.038***
(0.006)

0.044***
(0.005)

0.044***
(0.006)

0.043***
(0.004)

No No tips 0.043***
(0.004)

0.039***
(0.005)

0.042***
(0.005)

0.045***
(0.006)

0.041***
(0.003)

No No norms or 
tips

0.043***
(0.004)

0.038***
(0.006)

0.043***
(0.005)

0.047***
(0.006)

0.042***
(0.004)

No Evaluation 0.040***
(0.004)

0.033***
(0.007)

0.041***
(0.005)

0.046***
(0.006)

0.038***
(0.004)

No Evaluation or 
importance

0.040***
(0.004)

0.034***
(0.006)

0.041***
(0.005)

0.045***
(0.006)

0.038***
(0.004)

No Multiple 
interventions

0.058***
(0.007)

0.058***
(0.009)

0.055***
(0.009)

0.054***
(0.011)

0.059***
(0.007)

Yes All 0.045***
(0.004)

0.041***
(0.006)

0.046***
(0.005)

0.045***
(0.006)

0.045***
(0.004)

Yes No norms 0.045***
(0.004)

0.040***
(0.006)

0.047***
(0.006)

0.045***
(0.006)

0.046***
(0.004)

Yes No tips 0.044***
(0.004)

0.040***
(0.006)

0.045***
(0.005)

0.046***
(0.006)

0.044***
(0.004)

Yes No norms or 
tips

0.046***
(0.005)

0.040***
(0.007)

0.047***
(0.006)

0.048***
(0.007)

0.046***
(0.004)

Yes Evaluation 0.041***
(0.005)

0.032***
(0.007)

0.042***
(0.006)

0.045***
(0.007)

0.041***
(0.005)

Yes Evaluation or 
importance

0.041***
(0.005)

0.034***
(0.007)

0.042***
(0.006)

0.044***
(0.007)

0.040***
(0.005)

Yes Multiple 
interventions

0.062***
(0.008)

0.065***
(0.011)

0.063***
(0.010)

0.06***
(0.012)

0.063***
(0.008)

Note: Coefficients (multiplied by 100) can be interpreted as percentage-point increases in true relative to false news sharing in accuracy-
prompt treatment conditions. Standard errors are provided in parentheses.  
*p < .05. **p < .01. ***p < .001.
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the political spectrum. The results of our adversarial 
collaboration indicate two main findings. First, for all 
70 model specifications examined, accuracy prompts 
significantly increased sharing discernment for partici-
pants on the political right (by 1.7 to 6.1 percentage 
points). These results strongly support MPR’s key 
hypothesis that accuracy prompts improve sharing qual-
ity among Republicans/conservatives. Second, in half 
of the 70 models, political orientation significantly mod-
erated accuracy-prompt efficacy such that accuracy 
prompts were more effective for those on the left than 
those on the right. The main model specifications pre-
registered by RVV were significant. RVV’s second pre-
registered hypothesis that their findings would be 
robust to various measures of partisanship/ideology led 
to significant results in 13 of 20 cases. These results 
provide some evidence that accuracy-prompt efficacy 
is moderated by political orientation—although this 
moderation was not robust across all treatments, exclu-
sions, or political-orientation measures. Interestingly, 
moderation effects were more robust when assessing 
partisanship via party identification or presidential can-
didate vote (i.e., voting for Trump in 2016) rather than 
continuous measures of partisanship or conservatism.

Accuracy-prompt effect on Republican/
conservative sharing discernment

Both adversarial collaboration teams agree that the results 
show a robust effect of accuracy prompts on sharing 

discernment for participants on the political right: Prompt-
ing right-leaning Americans to think about accuracy 
increased the quality of their sharing intentions. This 
effect was significant for all 70 model specifications (Fig. 
1), supporting MPR’s key preregistered hypothesis. How-
ever, both teams also agree that this effect was small. 
Accuracy prompts decreased false relative to true sharing 
by between 1.7 and 6.1 percentage points. The effect size 
for Republicans was similar (d = 0.14 vs. d = 0.11) when 
replicating the method previously used by RVV to calcu-
late the meta-analytical effect size in their previous meta-
analysis. Nonetheless, small effects such as this might be 
expected given how subtle most versions of the manipu-
lation were (naturally, the longer forms of the manipula-
tion tended to produce larger effects). Moreover, even 
small effects can have larger impacts when they cascade 
through social media networks. Future work should 
investigate the practical significance of the size of the 
effect and assess the downstream consequences of this 
magnitude of sharing-quality improvement.

Moderation of accuracy-prompt effect 
by political orientation

RVV interpretation. Our main preregistered hypothe-
sis was supported. Our specified models, which looked 
at Democrats versus Republicans as our measure of par-
tisanship and the single-item evaluation as well as the 
evaluation and importance treatment combined, were 
significant (p = .007 and p = .016, respectively).
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We note that the moderation was not significant in 
every specification (35 of 70 models). We did not consider 
specifications looking at the social-norms, media-literacy, 
or long evaluation treatments to be accuracy prompts—
and thus did not include these in our preregistered analy-
sis. However, some specifications that were still of interest 
to us were nonsignificant (such as different measures of 
ideology/partisanship). Although the moderation effect 
was less robust than in our prior analysis, we do not find 
the significant effects entirely surprising given that the 
effect of accuracy prompts was small and that moderation 
effects often require roughly 16× the sample size to be 
detected compared with main effects (Gelman, 2018). 
Furthermore, we found that the effect size for Democrats 
(d = 0.21) was much smaller than in our earlier analysis 
(d = 0.32), whereas the effect size for Republicans was 
nearly identical to prior work (see Table S1). Thus, 
although this effect shows us that the moderation effect 
was smaller than it was in our earlier analysis, it is primar-
ily smaller not because the effect was stronger for Repub-
licans but because it was weaker for Democrats.

We offer a possible explanation for this moderation 
effect. The impact of single-item evaluation and impor-
tance treatments is known to be moderated by per-
ceived headline accuracy (Arechar et  al., 2023; 
Pennycook, Epstein, et  al., 2021): The impact of the 
nudge on someone’s willingness to share a (false) head-
line becomes smaller the more accurate they believe the 
misinformation to be and can therefore be expected to 
work less well (or not at all) both for more persuasive/
plausible misinformation and among groups who are 
more prone to believing misinformation. Because sev-
eral studies have suggested that U.S. conservatives tend 
to rate misinformation as more accurate than liberals 
(e.g., Garrett & Bond, 2021; Pennycook & Rand, 2019), 
this may reduce the treatment impact. Importantly, peo-
ple rarely encounter and share blatantly “fake” news 
headlines ( J. Allen et al., 2020; Guess et al., 2019). This 
calls into question the utility of an intervention that 
predominantly yields a (modest) reduction in self-
reported sharing intentions of implausible false head-
lines for people who do not believe them to begin with.

Table 5. Partisan Moderation of Accuracy-Prompt Effect on Discernment (Using a Variety of Specifications)

Exclusion of those 
who do not share 
political news Treatment DemRep DemRep_c DemRepParty Conservative Trump2016

No All 0.013*
(0.006)

0.007
(0.010)

0.014*
(0.007)

0.014
(0.010)

0.013*
(0.006)

No No norms 0.015*
(0.006)

0.009
(0.010)

0.016*
(0.007)

0.018
(0.010)

0.018**
(0.006)

No No tips 0.013*
(0.006)

0.007
(0.010)

0.015*
(0.007)

0.015
(0.010)

0.014*
(0.006)

No No norms or tips 0.014*
(0.006)

0.007
(0.010)

0.017*
(0.007)

0.021*
(0.010)

0.016*
(0.006)

No Evaluation 0.018**
(0.007)

0.011
(0.012)

0.022**
(0.008)

0.029*
(0.011)

0.019**
(0.007)

No Evaluation or 
importance

0.016*
(0.006)

0.009
(0.011)

0.019*
(0.008)

0.025*
(0.011)

0.016*
(0.007)

No Multiple 
interventions

0.003
(0.011)

0.002
(0.016)

0.005
(0.013)

−0.007
(0.018)

0.006
(0.011)

Yes All 0.014*
(0.007)

0.007
(0.011)

0.015
(0.008)

0.012
(0.011)

0.015*
(0.007)

Yes No norms 0.016*
(0.007)

0.008
(0.011)

0.016*
(0.008)

0.015
(0.011)

0.021**
(0.007)

Yes No tips 0.014*
(0.007)

0.006
(0.011)

0.015
(0.008)

0.015
(0.011)

0.015*
(0.007)

Yes No norms or tips 0.016*
(0.007)

0.005
(0.012)

0.017
(0.009)

0.018
(0.012)

0.02*
(0.008)

Yes Evaluation 0.017*
(0.008)

0.006
(0.013)

0.019*
(0.010)

0.024
(0.013)

0.022*
(0.008)

Yes Evaluation or 
importance

0.017*
(0.007)

0.006
(0.012)

0.017
(0.009)

0.021
(0.012)

0.018*
(0.008)

Yes Multiple 
interventions

0.005
(0.013)

0.010
(0.019)

0.014
(0.015)

−0.000
(0.021)

0.006
(0.013)

Note: Coefficients (multiplied by 100) can be interpreted as percentage-point increases in sharing discernment for Democrats/liberals 
relative to Republicans/conservatives in accuracy-prompt treatment conditions. Standard errors are provided in parentheses.  
*p < .05. **p < .01. ***p < .001.
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MPR interpretation. We interpret the meta-analytic 
results as not strongly supporting the claim that partisan-
ship matters considerably for the success of accuracy-
prompt interventions. The key interaction between political 

orientation, treatment, and headline veracity was nonsig-
nificant in half of the 70 specifications and only barely 
significant in nearly all of the remaining specifications 
(e.g., only five of the 70 p values were < .01; the statistical 
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significance of partisan moderation was not robust across 
model specifications; see Fig. 4); these results are similar 
when only considering RVV’s preferred specifications. 
Given that we found robust evidence that the intervention 
was successful at improving sharing discernment across 
the political spectrum in all model specifications, these 
data do not present compelling evidence that partisanship 
or ideology mattered considerably for the success of the 
intervention. That said, our results do suggest that the 
intervention may work somewhat better for Democrats 
than Republicans in some cases.

RVV explained the potential moderation by noting 
that Republicans may be worse at identifying true ver-
sus false news—however, existing research has pro-
vided mixed evidence (and surely depends on the 
specific items used; see Clemm von Hohenberg, 2023). 
Future research could address this directly by investi-
gating whether asymmetries in accuracy discernment 
explain why accuracy prompts are sometimes more 
effective for Democrats. Regardless, partisan differences 
in accuracy-prompt treatment effects vary substantially 
across headlines. Promisingly, previous meta-analytic 
estimates have shown that accuracy prompts are sig-
nificantly more effective for politically concordant 
headlines (Pennycook & Rand, 2022a)—thus, we expect 
that accuracy prompts are effective for Republicans 
when evaluating pro-Republican news content, an 
important practical consideration given that a larger 
proportion of misinformation in the United States  
is shared by conservatives (Guess et  al., 2019). 

Furthermore, field data from low-quality news sites also 
show that more blatantly false articles are shared more 
often (Stewart et  al., 2021). Thus, rather than being 
unimportant, it seems that highly implausible false 
claims—the claims that are most affected by accuracy 
prompts—are particularly important to intervene on.

Consensus and future directions. Both adversarial 
collaboration teams agree that the results provide some 
evidence of partisan moderation of accuracy-prompt effec-
tiveness such that under some treatments and political-
orientation measures accuracy prompts are less effective 
for Republicans/conservatives compared with Democrats/
liberals. This moderation was not strongly robust across 
all treatments and political-orientation measures, but we 
almost never observed the reverse effect (stronger effects 
for Republicans than Democrats). Future work should 
examine underlying mechanisms for when and why this 
moderation may exist—for instance, assessing whether 
moderation may be attributable to partisan differences in 
accuracy discernment or rather to heterogeneous effects 
across headlines by political concordance.

Potential limits on generalizability

Our current work has several potential limits on its 
generalizability. First, all of the studies meta-analyzed 
here assessed participants recruited from online sam-
pling panels (e.g., MTurk, Lucid, YouGov, Respondi). 
Although we further assessed our findings when 
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including only studies that were more representative 
(quota-sampled respondents; Table S11), our current 
results address only data generated from participants 
who in some way opted in to online research studies. 
The effects of accuracy prompts and their moderation 
by partisanship could differ for participants who are 
unlikely to participate in such online studies. Second, 
the studies assessed here all primarily recruited U.S.-
based participants. Future research may examine how 
accuracy prompts may vary in their effectiveness across 
the political spectrum in non-U.S. contexts (Arechar 
et  al., 2023). Third, the news stimuli used across all 
studies were sampled via the procedure outlined in 
Pennycook, Binnendyk, et  al. (2021), in which false 
stories were selected from those fact-checked by pro-
fessional fact-checking organizations and true stories 
were selected from mainstream news outlets. All stimuli 
were then presented as Facebook-style headlines. 
Future work may examine the efficacy or partisan mod-
eration of accuracy prompts for headlines that are not 
so easily designated as true or false (e.g., accurate but 
misleading or potentially harmful headlines; J. N. L. 
Allen et al., 2023). Finally, the experiments meta-ana-
lyzed here were all online-laboratory experiment-style 
studies—future work should assess the cross-partisan 
efficacy of accuracy prompts in field experiments on 
platforms such as Facebook and X (formerly known as 
Twitter).

Conclusion

In a novel adversarial meta-analysis of 21 experiments 
with more than 27,000 participants, we found robust 
evidence that accuracy prompts significantly increase 
the quality of content that is subsequently shared by 
participants across the political spectrum. However, we 
also found some evidence that this effect may be 
weaker among Republicans (although perhaps not con-
servatives). Combating misinformation remains a shared 
goal among all authors, and adversarial collaborations 
can help drive such research forward.
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